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Making model compression as simple as image compression

Is there a way to get instant access to compressed models of any size without re-computation? Yes! We advocate for
Any Compression, which puts all expensive computations before the user's choice of compression rate. Our algorithm
ACIP achieves this by building a score map from low-rank parametrizations of linear layers.

Image compression is very intuitive Model compression reality check: Quantization
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Users can adjust the compression slider based on their needs. They are not Post-training compression for LLMs is effective, but creates a fundamental trade-off
required to have a deep understanding of the underlying algorithm. between size and performance. The process can feel like a black box for users.
Conventional approaches require re-computation ... ... Any Compression does not!
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The usual process is inefficient: Pick one of few preset target sizes, run a costly We propose Any Compression: Perform a single, upfront computational step that
calibration, and repeat the entire process for every new compression rate. empowers users to generate a model at any size in real-time, without extra cost.
Any Compression via Iterative Pruning (ACIP)
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Key Idea: Decouple the pruning stage (calibration) from the compression stage. Result: Instant access to models of any size, like a slider in image compression!
ACIP produces consistent compression-performance trade-offs
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