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Methodology

The MORPHEUS model employs a novel interleaving method to effectively 
manage high-dimensional multivariate data. This method integrates 
endogenous and exogenous covariates into a single sequence using 
special separator tokens, enabling the use of sequence-to-sequence 
architectures like the T5 transformer. The interleaving process ensures 
that recent observations are positioned closer to the end of the context, 
which is crucial for transformers known to focus on the end of the context. 
Additionally, MORPHEUS addresses data scarcity through a synthetic data 
generation process called MySTiC. This process generates synthetic 
multivariate time series data by sampling from an underlying Hidden 
Markov Model, augmenting real-world data and facilitating effective 
pretraining of the foundation model.

Results

MORPHEUS was evaluated using the Mean Absolute Scaled Error (MASE) across synthetic and real-world datasets, demonstrating strong multivariate forecasting 
capabilities. On synthetic datasets, MORPHEUS achieved the lowest MASE scores, benefiting from pretraining on similar data. In real-world domains like finance, 
electricity, and traffic, MORPHEUS consistently outperformed or matched benchmark models, achieving MASE scores below 1. Even in challenging scenarios with 
complex dependencies, MORPHEUS maintained robust performance, highlighting its adaptability and competitive predictive accuracy. The model's innovative 
interleaving strategy effectively integrates multiple target and feature series, enhancing its ability to capture complex interactions.

Introduction

Multivariate time series forecasting is a fundamental task in various 
domains, including finance, economics, meteorology, and supply-chain 
management. Accurate predictions can drive critical decision-making 
processes, yet the literature predominantly focuses on developing 
bespoke models tailored to specific tasks. These models often require 
extensive training and are prone to overfitting, especially in domains with 
small and noisy datasets like finance. This paper introduces MORPHEUS, 
a foundation model designed to offer universal forecasting capabilities. 
By leveraging existing language model architectures and addressing data 
scarcity through innovative synthetic data generation, MORPHEUS aims 
to provide a robust solution for multivariate forecasting across diverse 
applications.

Multivariate time series are vital for capturing complex interactions among variables in a number of domains including finance, e-
commerce, and climate science. Research in this space is predominantly focused on developing bespoke models tailored to specific 
tasks, with relatively little exploration into foundation models that offer universal forecasting capabilities. We address this gap with two 
contributions: a novel framework that adapts traditional tokenization techniques to multivariate time series, integrating multiple target 
and feature series into a unified model allowing us to leverage existing foundation models for language; and an innovative synthetic data 
generation process to overcome data scarcity, enabling robust model training. Our approach handles diverse covariates and is validated 
through extensive experiments, demonstrating superior performance over current state-of-the-art methods.

Abstract

Conclusion

This paper presents significant advancements in 
multivariate time series forecasting by 
introducing MORPHEUS, a foundation model that 
integrates multiple target and feature series into 
a unified framework. 
The interleaving strategy and synthetic data 
generation process enhance model training, 
offering predictive performance that is 
competitive with state-of-the-art bespoke 
models. The techniques are adaptable to any 
sequence-to-sequence architecture, paving the 
way for a universal model for multivariate 
forecasting. 
Future research directions include enhancing 
synthetic data generation to better mimic real-
world patterns and applying the interleaving 
scheme to base models other than T5 used in 
this work.

Figure 1. Architecture for MORPHEUS illustrating a case with 2 exogenous features and 1 

endogenous target. The feature and target series are discretized to map real-valued 

observations into model tokens, and then interleaved using Feature and Target Separators 

(FS, TS). The interleaved series is passed through a stack of T5 transformer blocks to 

produce the next token, which is then mapped back to a real value which is our forecast.

Table 2. MASE of different models across feature sets (lower is better; bold for best, underlined for second-best). MASE is 

ratio of the model MAE (Mean Absolute Error) to a naive model MAE. Naive model is a model which repeats the last available 

target value as a forecast. Note: GB Treasury dataset only has 2 features, hence the 5 feature metrics cannot be computed
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