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Time Series Forecasting

Future Time SeriesHistorical Time Series

Forecasting

Predict future values based on historical data

Sundial

Assets TradingWeather Forecasting

Supply Chain Healthcare



The Golden Rule: Learn from History

Autoregression

Correlation

Temporal Dependency (Univariate)
• Auto-Regression, Moving-Average

Hyndman et al. Forecasting: Principles and Practice. OTexts 2018. Nobel Prize in Economics

Variable Correlation (Multivariate)
• VAR, Cointegration

Clive Granger



Challenges

Uptrend
Downtrend

Valley

Steep
Drop Fluctuation

Plateau

Adaptiveness: Statistical methods need 

to be fitted separately at different periods

-> Need Large Model Capacity

Nonlinearity: The linear assumption may 

not hold for complicated variations

-> Require Good Factors (Features)



Deep Learning for Forecasting

Statistics & Theory
(Autoregression; Moving-Average; Stationary: 

Normalization, Differencing, Decomposition: STL; 
Spectral Analysis: Auto-Correlation, FFT, Wavelets…)

Model Architecture
(Linear Layer; MLP; CNN; RNN; GNN
Transformer; State-Space Model…) Design

Challenges: Data Hungry…
• Hard to train with insufficient data
• Fail to generalize to different datasets

Challenges: Nonlinearity…
• Rely on good features
• Small model capacity



Time Series Foundation Models

Statistics & Theory
(Autoregression; Moving-Average; Stationary: 

Normalization, Differencing, Decomposition: STL; 
Spectral Analysis: Auto-Correlation, FFT, Wavelets…)

Model Architecture
(Linear Layer; MLP; CNN; RNN; GNN
Transformer; State-Space Model…)

Era of 
Large 

Models

Generality & Scalability
(Architecture: Transformer, Tokenization: Point/Patch, 

Discrete/Continuous; Pre-training: Next-Token Prediction, 
Masked Modeling, Generative Modeling; Data Curation…)

Time Series 

Foundation Models

We are still in the early stages...

Design

Challenges: Heterogeneity, …

Pre-training

Challenges: Data Hungry… Challenges: Nonlinearity…

ü Generalizable: zero-shot forecasting
ü Good Factors: feature extractor of time series



Timeline

Holt-Winter
1960

ARIMA
1982

DeepAR
2017

TFT
2018

N-BEATS
2019

Informer
2021

Prophet
2018

Autoformer
2021

RevIN
2022

PatchTST
2022

DLinear
2022

TiDE
2023

iTransformer
2024

TimesNet
2024

LagLlama
2024

TimesFM
2024

Time-LLM
2024

Moment
2024

Moirai
2024

Chronos
2024

Sundial
2025

Stage 1: From Statistics/Theories to Deep Models

Stage 2: Unlocking the Capability of Deep Models

Stage 3: Towards Time Series Foundation Models

Not exhaustive. Additional important works, while not enumerated, remain integral to the process.



Heterogeneity

Diverse Shape/Freq./Scale

Hard for unified pre-training

1D discrete token sequences2D (or more) continuous values

Time Series Are Highly Unstructured Compared To Natural Language 



Heterogeneity

Time Series Can Be More Ambiguous (Distributed) Compared To Images

Cat

Cycles?

Hard to unify the semanticsAlign well with semantics

Unbounded values0

255^3



Forecasting With Uncertainty

Deterministic 
Prediction

Probable 
Predictions

Real-World Observation is also a ‘sampling’ result

Generated Data

Real Data

Mode Collapse!

How: Can we use a more Flexible prior?

Mean Estimation
? (statistical-optimal)

(but over-smooth)

A Simple Prior Is The Scaling Bottleneck of Time Series Foundation Models



A Dilemma of Flexible Prior and Native Tokenization

Cannot assume #Mode in advance Cross-Entropy needs discrete tokenization

(1) Unimodal

• MSE - Mean Values

• MAE - Median Value

• Pinball Loss - Quantiles…

(2) Mixture of Distributions

TSFM cannot presuppose its objective

(3) Categorical



A Dilemma of Flexible Prior and Native Tokenization

Point-wise

• Long-context input

• Multi-step autoregression

Discrete

• Two-stage round-off

• Out-of-vocabulary

Time Series Is A Foreign Language To LLM

Patch-wise

• More semantic tokens

• Less computation costs

Continuous

• Lossless embedding

• Prior-free optimization?

Embedding like ViTEmbedding like LLM



Learning Native and Flexible Language of Time Series

(1) Generate Samples (Pre-training) 

(2) Get Desired Statistics (Inference)

Flexible: Generative ForecastingNative: Transformer without Discrete Tokenization 
Parameterized

no-prior



The First-Principle Design

ARMA (Theoretically Complete)

Autoregression Moving Average (from Noise)Mean

Transformer Generative Modeling (from Noise)Re-Norm

Statistics Model
• Mean Estimation

• Autoregressive (Point)

• Moving-Average
• Separately Fitting…

Deep Model
• Instance Re-Norm

• Decoder-Only (Patch)

• Conditional Generation
• In-Context Learning… 

Sundial (Nonlinear and Adaptive)
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TimeFlow Loss

Lipman et al. Flow Matching Guide and Code. arXiv 2024

Noise 1 Noise 2 Noises -> Possibilities

Conditional Flow-Matching

Flow-Matching

Sample

Transform

Source Dist.

Target Dist.

Condition
Control

Lookback

In-Context   Learning

Aggregate

Statistics

Pipeline of TimeFlow



TimeFlow Loss

Conditional Flow-Matching

Lipman et al. Flow Matching Guide and Code. arXiv 2024

Velocity Prediction:

Predicted 𝑣 at 𝑡 Real 𝑣

Why FM? Error in Prediction

Parameterized by a small MLP
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Push-Forward:

Uniform-step trajectory Predicted noise at 𝑡



TimeBench: Data Collection
Why Synthetic and ERA5?

Principles
• Diverse
• Scientific
• Predictable

Zhao et al. A Survey of Large Language Models. arXiv 2023.



TimeBench: Data Curation

Imputation & Anomaly
(Impute: Causal Mean Impute; 

Anomaly: k-𝜎, IQR…)

Statistical Analysis
(Stationary: ADF Test; Predictability: 
FFT Mean, Entropy, Seasonality…)

Preprocessing & Sampling
(Z-Score Norm; Single-Series Sequence; 

Domain-Balanced Weighting …)

Liu et al. Timer: Generative Pre-trained Transformers Are Large Time Series Models. ICML 2024.

(OOD to Evaluation)



Zero-Shot Forecasting
Long-Term Forecasting (Time-Series-Library)

Showcases

7.57% MSE ↓ 4.71% MAE ↓ (to Prev. SoTA)

https://github.com/thuml/Time-Series-Library


Zero-Shot Forecasting
GIFT-Eval (Salesforce)

GIFT-Eval: A Benchmark for General Time Series Forecasting Model Evaluation. NeurIPS 2024 Workshop.

w/o Prior in Evaluation Metrics

Generated Results

https://huggingface.co/spaces/Salesforce/GIFT-Eval


Zero-Shot Forecasting
FEV (AutoGluon)

Ansari et al. Chronos: Learning the Language of Time Series. TMLR 2024.

Surpass Auto-ARIMA(p,d,q) Fitting and Tuning on In-Distribution Data

https://huggingface.co/spaces/autogluon/fev-leaderboard


Inference Speed
On GPU (A100, ms-level) On CPU (Apple M1, sec-level)

Ansari et al. Chronos: Learning the Language of Time Series. TMLR 2024.

Ref: Auto-ARIMA Dataset Size Manual Tuning Automated Search

Small (<1000 pts) 10 min – 2 hours 30 sec – 5 min

Medium (100~100K pts) 1 hour – 10 hours 5 min – 1 hour

35x speedup 
(to Chronos)



Scaling

Scalable Training

ü Large Model ↑

ü More Data ↑

Test-Time Calibration

ü Use More Samples ↑

ü Fine-Grained FM Steps ↑

Error in Prediction



All you need is a HuggingFace account

No Training

Just-in-Time (CPU)

Resource: Out-of-the-Box Models

Point forecasting, quantile, and interval estimation

More details: https://github.com/thuml/Sundial Code for fine-tuning will be available soon!

https://github.com/thuml/Sundial


A Path Towards Time Series Foundation Model
Timer-v1 (ICML 2024)

• Unified Pre-training

• Multiple Tasks

• Trillion-Scale Pre-training

• Native Time Series Transformer

• Flow-Matching for Generation

Timer-XL (ICLR 2025)

• Long-Context Extension

• Unified Time Series Attention

• Enhanced Position Embedding

Sundial (ICML 2025)

Multitask, Few-Shot 2D Context, Zero-Shot Probabilistic, Flexible

1440/67M/28B 2880/84M/260B 2880/444M/1032B



Limitations and Future Directions

From A Model Developer's Perspective

• Data: Effective Data Expansion/Synthetics

• Architecture: Unified Context Modeling

• Generalization: OOD and Ambiguity

From A Practitioner’s Perspective

• Finetuning: Univariate -> Multivariate

• Domain-Specific: Physics-driven

• Generative + RL: Rewarded Predictions

Use which one?

How to add more context 
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