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Motivation
Natural disasters in Latin America cause recurrent human and eco-
nomic losses (Obregón Pérez 2024). In 2024, Brazil faced historic
floods (Wink Junior et al. 2024), and Peru remains vulnerable to
El Niño-related mudslides and frost (Carbonel et al. 2018). Despite
their frequency, disaster data is fragmented and underrepresented
in global datasets. Social media platforms like Facebook and X of-
fer real-time images (Arrobo Agila 2019), but the content is often
unstructured and difficult to analyze.

Dataset
DisasterDataset

• 4,039 images of natural disasters from Social Media.

• Seven types of disasters: huaico, forest fire, frost hail, flood, lands-
lide, drought, electrical storm

Data Collection and Annotation

• Used Selenium web scrapper to collect posts from Facebook and
X (Selenium 2025).

• Searching for specific disaster names, we retrieved posts related
to each type of disaster.

• The posts texts are in Spanish and Portuguese.

Methodology

We explored zero-shot classification and compared the performance
of pretrained and fine-tuned SigLIP models using the same prompts
in Spanish, English, and Portuguese.
SigLIP Models (VLMs)

• SigLIP Base Multilingual (Zhai et al. 2023)

• SigLIP 2 Naflex enable different resolutions (Tschannen et al.
2025)

Fine Tuning

• All layers were unfrozen, and their weights were updated during
training.

Zero-Shot Prompting

• We adapted the prompts, such us ”A picture of a {classname}” ,
to provide more details for each disaster.

Evaluation

• Metrics: Accuracy, Precision, Recall, F1 score.

Results
Performance Comparison of SigLIP Multilingual and SigLIP2 Naflex
Before and After Fine-Tuning

Model Language Accuracy Precision Recall F1-Score Stage

SigLIP Multilingual

English 0.6865 0.6969 0.6865 0.6705 Before
Spanish 0.6989 0.7215 0.6989 0.7017 Before
Portuguese 0.6803 0.7185 0.6803 0.6864 Before

English 0.7410 0.7520 0.7410 0.7414 After
Spanish 0.7150 0.7317 0.7150 0.7134 After
Portuguese 0.7447 0.7481 0.7447 0.7380 After

SigLIP2 Naflex

English 0.6642 0.7361 0.6642 0.6803 Before
Spanish 0.5960 0.7050 0.5960 0.6101 Before
Portuguese 0.6022 0.7349 0.6022 0.6182 Before

English 0.7460 0.7508 0.7460 0.7376 After
Spanish 0.7212 0.7495 0.7212 0.7055 After
Portuguese 0.7200 0.7331 0.7200 0.7179 After

Predictions for the same forest fire image using English prompts.
Left: SigLIP Multilingual predicts forest fire (82%) Right: SigLIP2 NA-
FLEX predicts forest fire (91%)

SigLIP Multilingual SigLIP2 NAFLEX

Conclusion

• We proposed an initial approach for disaster detection in Latin
America using vision-language models. Our fine-tuned multilin-
gual SigLIP outperformed SigLIP2 Naflex. Future work includes
testing other models such as CLIP (Radford et al. 2021) and
LLaVA (Liu et al. 2024), as well as exploring advanced fine-tuning
techniques.
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