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Motivation

• Reinforcement learning (RL) [Sutton & Barto, 2018]:

• An agent interacts with an unknown environment through time

• Goal of maximizing the expected cumulative reward

• Applications: robotics, autonomous driving, …

• Classic RL: observe reward for each state-action pair

• However, in real-world applications, e.g., autonomous driving:

• It is difficult and costly to collect a reward for each state-action pair

• Prior works – RL with trajectory feedback [Efroni et al., 2021; Chatterji et 
al., 2021]:

• Observe a reward signal at the end of each trajectory
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The relationship between feedback frequency and 

the performance of RL algorithms is still unknown



RL with Segment Feedback

• Episodic Markov decision process (MDP):
• 𝐻: the length of each episode

• 𝑟 𝑠, 𝑎 ∈ [−𝑟𝑚𝑎𝑥 , 𝑟𝑚𝑎𝑥]: unknown reward function. Denote 𝜃∗ ≔ 𝑟 𝑠, 𝑎 𝑠,𝑎 ∈𝒮×𝒜

• 𝑝(𝑠′|𝑠, 𝑎): transition distribution

• 𝜋ℎ(𝑠): policy, specify what action to take in state 𝑠 at step ℎ

• Value functions: 𝑉ℎ
𝜋 𝑠 = 𝔼[σ𝑡=ℎ

𝐻 𝑟 𝑠𝑡, 𝑎𝑡 |𝑠ℎ = 𝑠, 𝜋]. Optimal policy: 𝜋∗ = argmax
𝜋

𝑉ℎ
𝜋 𝑠 for all ℎ ∈ [𝐻] and 𝑠 ∈ 𝒮

• Segment feedback: each episode is equally divided into 𝑚 segments, observe reward feedback at the end of 
each segment:

• Binary feedback 𝑦𝑖: Pr 𝑦𝑖 = 1 =
1

1+exp(− 𝜙𝜏𝑖 ⊤𝜃∗)
,  Pr 𝑦𝑖 = 0 = 1 − Pr 𝑦𝑖 = 1

• Sum feedback: 𝑅𝑖 = 𝜙𝜏𝑖 ⊤𝜃∗ + σ
𝑡= 𝑖−1 ⋅

𝐻

𝑚
+1

𝑖⋅
𝐻

𝑚 𝜀𝑡

• Goal: minimize regret ℛ 𝐾 ≔ σ𝑘=1
𝐾 (𝑉1

𝜋∗ 𝑠1 − 𝑉1
𝜋𝑘 𝑠1 )
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𝑠1 𝑠2 𝑠𝐻

𝑎1 𝑎2 𝑎𝐻

segment feedback

transition

…𝑠𝐻
𝑚

𝑎𝐻
𝑚

𝑠3

𝑎3

𝑠
𝑚−2

𝐻
𝑚

𝑎
𝑚−2

𝐻
𝑚

𝑠
𝑚−1

𝐻
𝑚

𝑎
𝑚−1

𝐻
𝑚

… …

𝜏𝑖: the 𝑖-th trajectory segment, where 𝑖 ∈ [𝑚]
𝜙𝜏(𝑠, 𝑎): the number of times (𝑠, 𝑎) is visited in (sub-)trajectory 𝜏

…

(Thumbs up/down                 )



Algorithm for Binary Feedback

Algorithm SegBiTS:

• For episode 𝑘 = 1,… , 𝐾:

• መ𝜃𝑘−1 ← argmin
𝜃

−σ𝑘′=1
𝑘−1 σ𝑖=1

𝑚 log(
1

1+exp(−𝑦𝑖
𝑘′ 𝜙𝜏𝑖

𝑘′
⊤

𝜃)

) +
1

2
𝜆 𝜃 2

2

• Σ𝑘−1 ← σ𝑘′=1
𝑘−1 σ𝑖=1

𝑚 𝜙𝜏𝑖
𝑘′

𝜙𝜏𝑖
𝑘′

⊤

+ 𝛼𝜆𝐼

• Sample noise 𝜉𝑘 ∼ 𝒩(0, 𝛼 ⋅ 𝑣 𝑘 − 1 2 ⋅ Σ𝑘−1
−1 )

• ෨𝜃𝑘 ← መ𝜃𝑘−1 + 𝜉𝑘

• 𝜋𝑘 ← argmax
𝜋

𝜙𝜋 ⊤ መ𝜃𝑘

• Play episode 𝑘 with policy 𝜋𝑘. Observe trajectory 𝜏𝑘 and binary segment feedback 𝑦𝑖
𝑘

𝑖∈[𝑚]
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• 𝜆: regularization parameter

• 𝛼 ≔ exp
𝐻𝑟𝑚𝑎𝑥

𝑚
+ exp −

𝐻𝑟𝑚𝑎𝑥

𝑚
+ 2

• 𝑣(𝑘 − 1): part of the confidence radius for ෠𝜃𝑘−1
• 𝜙𝜋(𝑠, 𝑎): the expected number of times (𝑠, 𝑎) is visited in an episode under 𝜋

Known transition



Algorithm for Sum Feedback

Algorithm E-LinUCB:

• Let  𝑤∗ ∈ ΔΠ and 𝑧∗ be the optimal solution and optimal value of the optimization

min
𝑤∈ΔΠ

(෍

𝜋∈Π

𝑤 𝜋 (෍
𝑖=1

𝑚

𝔼𝜏𝑖∼𝜋[𝜙
𝜏𝑖(𝜙𝜏𝑖)𝑇]))−1

• 𝐾0 ← ෨𝑂( 𝑧∗ 2𝐻4)

• Round the continuous sampling distribution 𝑤∗ into 𝐾0 discrete sampling policies (𝜋1, … , 𝜋𝐾0)

• Play 𝐾0 episodes with policies 𝜋1, … , 𝜋𝐾0. Observe trajectories 𝜏1, … , 𝜏𝐾0 and sum feedback 

𝑅𝑖
1
𝑖∈[𝑚]

, … , 𝑅𝑖
𝐾0

𝑖∈[𝑚]

• For episode 𝑘 = 𝐾0 + 1,… ,𝐾:

• ෠𝜃𝑘−1 ← 𝜆𝐼 + σ𝑘′=1
𝑘−1 σ𝑖=1

𝑚 𝜙𝜏𝑖
𝑘′

𝜙𝜏𝑖
𝑘′

⊤ −1

σ𝑘′=1
𝑘−1 σ𝑖=1

𝑚 𝜙𝜏𝑖
𝑘′

𝑅𝑖
𝑘′

• Σ𝑘−1 ← 𝜆𝐼 + σ𝑘′=1
𝑘−1 σ𝑖=1

𝑚 𝜙𝜏𝑖
𝑘′

𝜙𝜏𝑖
𝑘′

⊤

• 𝜋𝑘 ← argmax
𝜋∈Π

( 𝜙𝜋 ⊤ ෠𝜃𝑘−1 + 𝛽 𝑘 − 1 ⋅ 𝜙𝜋
Σ𝑘−1
−1 ), where 𝛽(𝑘 − 1) is part of the confidence radius for ෠𝜃𝑘−1

• Play episode 𝑘 with policy 𝜋𝑘. Observe trajectory 𝜏𝑘 and sum feedback 𝑅𝑖
𝑘

𝑖∈[𝑚]
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// E-experimental design

Known transition



Theoretical Results

Theorem 1. With probability at least 1 − 𝛿, for any 𝐾 > 0, the regret of algorithm 

SegBiTS is bounded by

෨𝑂(exp
𝐻𝑟𝑚𝑎𝑥

2𝑚
𝜈 𝐾 𝒮 𝒜 ⋅ ( 𝐾𝑚 𝒮 𝒜 max

𝐻2

𝑚𝛼𝜆
, 1 + 𝐻

𝐾

𝛼𝜆
))
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Theorem 2. With probability at least 1 − 𝛿, for any 𝐾 > 0, the regret of algorithm 

E-LinUCB is bounded by

෨𝑂( 𝒮 𝒜 𝐻𝐾 + 𝑧∗ 2𝐻5 + 𝒮 𝒜 𝐻)

• The influence of the number of segments 𝑚 on learning performance:

• Under binary feedback, increasing 𝑚 significantly helps accelerate learning

• Under sum feedback, surprisingly, increasing 𝑚 does not help accelerate learning much

• Lower bounds and extensions to the unknown transition setting are also provided in 

our paper



Empirical Evaluation
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Binary feedback Sum feedback



Conclusion

• Study a general model called RL with segment feedback

• Bridge the gap between per-state-action feedback in classic RL and trajectory feedback 

seamlessly

• Design algorithms SegBiTS and E-LinUCB for binary and sum feedback settings, 

respectively

• Our theoretical and empirical results exhibit how the number of segments 𝑚 

impacts learning performance:

• Under binary feedback, increasing 𝑚 significantly helps accelerate learning

• Under sum feedback, surprisingly, increasing 𝑚 does not help accelerate learning much
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