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Relationships between nodes in a directed graph is more complex than that in undirected graphs.
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The strength of the relationship between        and          is stronger than that between        and       .      



Markov chain theory defines the expected length of the round-trip path 

between nodes using commute time, therefore, the goal of this study is 

to ensure that the relationships between node vector representations of 

GNNs can reflect the commute times between nodes.
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Problem 1：Perron vector may not unique and non-zero.

Solution：Similarity-based graph rewiring.

Theorem 1: If a graph is irreducible, then its Perron 

vector is non-zero. If a graph is aperiodic, then its 

Perron vector is unique.

Proposition 1: A strongly connected digraph, in which a 

directed path exists between every pair of vertices, is 

irreducible. A digraph with self-loops in each node is 

aperiodic.

Sufficient Conditions



Problem 1：Perron vector may not unique and non-zero. Problem 2：Inversion operation of a dense matrix.

Solution：Similarity-based graph rewiring. Solution：Efficient commute time computation with 

Directed graph Laplacian.

We first define the Laplacian matrix on graph 

as divergence of the gradient:

Sparse matrix
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CGNN Message passing



Experiments

• CGNN achieves new state-of-the-art results on 6 out of 8 datasets.

• Commute times effectively filters out irrelevant information by appropriately weighting 

neighbors.

• CGNN gets the best trade-off between effectiveness and efficiency.
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