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Eigenvalue phase transition of weight matrices during training

(a) Initial (b) Bulk+Spikes (c) Heavy-tailed

➢ Initialization: 𝔼𝑾0
𝑇𝑾0 = 𝜎0

2𝑰𝑝.

➢ Bulk+Spikes phase: Exist 𝜆bulk and 𝜆spike.

➢ Heavy-tailed phase: Not very common.



Existing method: Population Unit Bulk (PUB) model in Bulk+Spikes phase

• PUB requires a homogeneous population variance.

• PUB fails to accurately capture the ESD of 𝑾𝑇𝑾.



Proposed method: Population Double Bulk (PDB) model in Bulk+Spikes phase



Population Double Bulk Least Squares (PDBLS) algorithm for model estimation

Estimate Θ𝑏𝑢𝑙𝑘 = {𝜎1
2, 𝜎2

2, 𝑡} , Θ𝑠𝑝𝑖𝑘𝑒 = {𝐾, 𝛼1, … , 𝛼𝐾} and Θ𝑏𝑜𝑢𝑛𝑑 = {𝜆+, 𝛽}.

Estimate 𝐾0

Estimate Θbulk

Estimate Θbound and  Refine 𝐾

Estimate Θspike



PDB Noise-filtering algorithm for matrix compression



Experiment Design

1. Fully Connected Neural Network (FCNN)

• Dataset: MNIST

2. Convolutional Neural Network

• Datasets: CIFAR10 and ImageNet

• Networks: ResNet18 and VGG16

3. Large model

• Languge

• Datasets: RTE and SciTail

• Networks: BERT and T5-base

• Vision

• Datasets: DTD and SUN397

• Networks: ViT-L

Comparable Methods

1. PUB-based

• Bulk Eigenvalue Matching Analysis

(BEMA):

• Kernel Estimation (Kernel)

2. SVD-based

• Sparse low rank (SLR)

• Naïve SVD

Network architectures



Fitting Performance

Curve fitting

(a) FCNN on MNIST

(d) ResNet18 on CIFAR10(c) ResNet18 on ImageNet

(b) VGG16 on CIFAR10

Moment alignment



Generalization and compression performance

(a) FCNN

(d) Vgg16 with noise(c) Vgg16

(b) FCNN with noise

The test accuracy obtained by training different network

models of different data sets (0% noise).



Contributions

• Population Double Bulk (PDB) model: more accurately captures the empirical 
distribution of eigenvalues.

• Population Double Bulk Least Squares (PDBLS) algorithm: estimate the 
parameters of PDB model and establish a boundary between noise and information.

• PDB Noise-Filtering algorithm: compress the weight matrix by removing noisy 
eigenvalues and recover information of spikes.



Thanks!
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