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Let’s make diffusion models think before generating

With large vision-language model (LVLM) + Diffusion decoder,

we get a model with strong multimodal understanding and generation capabilities.
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We align a VLM (Qwen2-VL) and a diffusion decoder (Flux).

Problem 1: Dataset

Editing image pairs

Direct diffusion training needs complex multimodal reasoning datasets.

The reasoning capabilities will mainly come from the diffusion 

training, instead of inheriting from the VLM’s existing capabilities.

Multimodal reasoning samples
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Insight 1: Shared feature space 

A text-to-image diffusion model uses a LLM encoder (T5) for text encoding.

It’s diffusion decoder shares the same input space with the LLM decoder. 

We can align the VLM with the LLM decoder (T5) by vision-language training. 

Then the VLM is aligned with the diffusion decoder.
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Training and inference 

Training: align the VLM to the LLM (T5) decoder by vision-language training.

Inference: replace the LLM (T5) decoder as the diffusion decoder.

We only need image-text pairs for training.

But we support interleaved image and text as input in inference.
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Problem 2: Transferring LVLM’s reasoning capabilities.

How to make the diffusion decoder fully inherent VLM’s capabilities? 

Only using the deep features of input tokens does not fully transfer the 

reasoning information.

Playground V3
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Insight 2: generating is reasoning

The deep features of generated tokens fully capture the reasoning process 

and results. 

By aligning the deep features of VLM’s generated tokens to the diffusion decoder, 

we successfully transfers the reasoning capabilities to the diffusion models.
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Problem 3: Stable training.

By adding a layer norm in the Aligner and initialize it by the parameters 

of the LLM (T5) encoder, we stable the training loss.
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Problem 4: shortcut mapping issue.

When aligning the deep features of the VLM’s generated tokens, the input of 

the Aligner has a one-to-one correspondence with the text supervision, causing 

the aligner to learn a trivial mapping.

We use a random mask strategy for training.
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Evaluation

We CoBSAT for the evaluation of the multimodal in-context reasoning 

generation of ThinkDiff-LVLM.
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Quality results
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A case comparing with Gemini.

ThinkDiff-LVLMGoogle Gemini
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ThinkDiff-CLIP

What if we use CLIP as the VLM.
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ThinkDiff-CLIP

Excellent multimodal composition.
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ThinkDiff-CLIP with CogVideo

Excellent multimodal composition.
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Our method is more semantic.

However, fidelity is important for design and editing.

Future work

We may use intermediate VLM features to transfer more vision 

information, and end-to-end diffusion training to improve the fidelity of 

the generated images.

Input ThinkDiff
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Thanks for listening

Code

github.com/MiZhenxing/ThinkDiff
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