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® [arge-scale training data is fundamental for developing capable LLMs

® Strategic data selection enhances training efficiency and reduces costs

® Current methods rely on static, training-agnostic criteria

® Need to account for dynamic model training and data interactions

Target
data

Large raw dataset
(e.g., The Pile)

Importance
weight
estimator

Subset of raw
data distributed
like target

1. Estimate
importance weights
using raw + target

data (simple bag-of-

ngrams estimator)

2. Select data via
importance
resampling

Text A
VVS Laxman's once-in-a-lifetime 281 against Australia at Eden
Gardens in 2001 has emerged as the overwhelming winner in the
Greatest Indian Test Innings survey conducted by Wisden Asia Cricket
magazine. Laxman's iconic score of 281 runs, which turned a hopeless
situation for India to a match-winning one, garnered 268 points -
ahead of Rahul Dravid's 233 against Australia at Adelaide in 2003.

¢

Text B [N
Let's denote the truth value of the statement "This statement is false”
by x. The statement becomes

x = NOT(x)
by generalizing the NOT operator to the equivalent Zadeh operator
from fuzzy logic, the statement becomes

x=1-x

from which it follows that x = 0.5

Criteria

% GPT-3.5-turbo
judgments

Writing Style
Which text has a more polished and beautiful
writing style?

Facts & Trivia
Which text contains more facts and trivia?

fer specific facts and obscure trivia over more common knowledge

Educational Value

Which text has more educahonal value’
it explanations, step-by-step reasoning, or

Required Expertise

Which text requires greater expertise and
prerequisite knowledge to understand it?

]
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1. Wettig et al., QuRating: Selecting High-Quality Data for Training Language Models, ICML.2024
2. Xie et al., Data Selection for Language Models via Importance Resampling, NeurIPS2023

E] Quality

A:
B:

A:
B:

ratings

9.83
-0.28

1.78
-0.98

3 =039
1 1.26

: =-0.29
¢ 1.18



2. Methodology
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LLM model training

Data

Weighting Model }Eﬁ
LLM Model =l »Train Loss
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LLM model training

LLM model training

LLM model training
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Eq. 1

® We introduce a plug-and-play Data Weighting Model (DWM)

® weighs the data samples within each batch during model training

® focuses on the joint effects of selected data



%) PaNTRK/T

University of Chinese Academy of Sciences

2. Methodology HUAWEI

Weighting Model 3 . .
- ‘ weight influence
Data LLM Model Train Loss

The performance of the trained LLM model in

LLM model training LLM model training LLM model training LLM model training the validation dataset When op timized Wlth the
/_\. p T ey et oy weighting model.
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weighting model weighting model weighting model
update update update
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' | max Ry (0% (6.))
Weishting Midell 2 s _l?ack Propagation G
Y
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| . s.t.  0%(0,) = argmin Ly,in(0, 0,,),
Data LLM Model _w,,l@::]ﬂraln Loss o :giLag w, [;==> Validation Loss 0
Eq. 1

® Dynamic Bi-level Optimization
® The lower level optimized the trained model with data weighted by the weighting model

® The upper level optimized the trained model updated by the lower-lever optimization, where the
weighting model can be optimized with the help of the chain rule.
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Weighting Model }Iﬁ
Data LLM Model =l »Train Loss
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LLM model training LLM model training LLM model training LLM model training
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weighting model weighting model weighting model
update update update

® Dynamic Bi-level Optimization - Lower Level LLM Training
® Contribution Weight for Each Sample X;: Wi = Ow (Xla Xgy=e+ sz)ia

® Weighted Training Loss: Lerain (0, 0w) szLtrmn i(0).
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Eq. 1

® Dynamic Bi-level Optimization - Upper Level Data Weighting Model Training

bs
0" =0 — aZinQi

® Model Parameter Update:

bs

OLtrain,i(0) ORya(0%)  OR,u(0%) 06"
—0-e Z o9 90, o0 aaw
® Weighting Model Update: M R (07) By
val 0* ZRval i ‘9* Z 89* ’ GZ 89 VQ )

bs ORuali Ow;
:ZRval,i(G_aZwivgi)a C“Z 8;* Z 393 Vo;.
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LLM model training LLM model training LLM model training LLM model training
Y S 1 S 2 S 3 S N
O w —- *— - —o
weighting model weighting model weighting model
update update update

® Multi-stage Alternative Iteration
® Starting from parameters 8!~ @1 inherited from stage t — 1, the iteration proceeds at
stage t as follows:
® Weighting Model Update. Fixing the trained model, we first update 6,
9,1;) = 973]—1 = ﬁvew Rval (et—lj*(ew))
® Trained Model Upadate. With the updated weighting model 6%,t, we then optimize the
trained model: t : t
0" = arg min Lirain(0,0,,).

® Eachstaget € {1,2,-:-, T} strictly enforces an alternating update order to resolve the

interdependence between 6 and 0,
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Effectiveness of DWM
Table 1. Zero-shot performance of 370M pre-trained models using random-selected data with and without DWM
STAGES ARC-C ARC-E BooLQ H.S. LoQiIQA OBQA PIQA SciQ W.G. AVERAGE
STAGE 2 w/o 22.0 39.3 532 332 252 28.8 63.8 65.2 Sl 42.4
w/ 23.2 40.4 55.6 332 26.1 28.2 62.5 63.1 52.4 42.7
STAGE 3 w/o 23.8 41.0 58.1 35.0 264 gt o 64.4 64.7 51.5 43.6
w/ 225 41.6 50.3 345 263 30.2 64.4 66.9 52,3 43.2
Copvr o w/o 24.0 40.7 52.9 36.1 25.8 27.6 64.6 69.7 49.3 43.4
w/ 22.8 41.9 58.4 358 254 30.0 65.9 66.5 52.6 44 .4
Sornar B w/o 24.1 41.2 P 36.8 26.6 28.0 60:2 70.9 50.8 44.0
W 24.3 42.5 59.9 36.4 264 29.8 65.3 68.1 527 45.0

Table 2. Two-shot performance of 370M pre-trained models using random-selected data with and without DWM

STAGES ARC-C ARC-E BooLQ H.S. LoQIQA OBQA PIQA SciQ W.G. AVERAGE
STAGH 2 w/o 22.9 41.5 48.3 33.0 26.6 27.2 63 759 .50.9 43.3
w/ 22.9 41.9 55.0 329 252 25.4 63.4 731 51.8 43.5
SracH 8 w/o 24.8 44.0 41.8 349 25.8 28.2 64.3 762 5175 43.5
w/ 23.8 44 .4 49.3 349 247 28.4 63.8 783 52.2 44.4
—— w/o 24.1 45.3 537 359 223 28.2 64.6 764 50.8 44.6
w/ 23.3 45.4 53.9 359 244 28.0 64.3 80.6 51.8 45.3
STAGE 5 w/o0 25.5 46.6 51.6 36.6 22.9 28.4 65.0 78.9  50.8 45.1
W 24.7 46.8 56.6 36.5 25.8 28.2 65.0 80.5 53.4 46.4
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Transferability of DWM

Table 3. Two-Shot performance of 370M pre-trained models using different selected data with and without DWM.

METHOD ARC-C ARC-E BooLQ H.S. LoQIQA OBQA PIQA SciQ W.G. AVG
RANDOM 25.3 46.6 51.6 36.6 22.9 28.4 65.0 78.9 50.8 45.1
RANDOM+DWM 24.7 46.8 56.6 36.5 25.8 28.2 65.0 80.5 534 464
DSIR 23.6 45.7 58.6 359 249 26.4 B2 749 52,3 453
DSIR+DWM 24.9 46.3 60.0 36.0 25.8 29.2 65.3 78.4 515 46.4
QURATING 27.9 56.6 58.6 38.1 25.0 32.0 63.6 82.3 52.5 485
QURATING+DWM  28.1 55.6 399 37.7 24.1 31.2 6353 84.6 53.1 48.6

Table 4. Two-Shot performance of 1.3B pre-trained models using different selected data with and without DWM. Unless otherwise
specified, the data size is 30B tokens.

METHOD ARC-C ARC-E BooLQ H.S. LoQiI QA OBQA PIQA SciQ W.G. AVG
RANDOM _60B 28.7 55.9 58.9 48.7 23.7 30.8 70.8 89.9 549 514
RANDOM 28:1 48.9 56.0 40.7 26.6 28.0 a7.3 81.4 542 47.6
RANDOM+DWM 25.1 533 51.1 44.8 25.7 30.8 68.7 85.7 53.0 48.7
DSIR 27.7 53.6 49.7 44,1 24.6 31.4 68.8 85.5 52.8 48.7
DSIR+DWM 28.2 54.3 51.0 43.3 26.7 30.6 67.4 82.9 54.1 48.7
QURATING 33.3 60.8 61.7 30.3 254 32.6 61.9 86.9 50.7 303
QURATING+DWM  32.0 62.2 54.5 435 27.7 32.4 65.9 88.0 53.0 51.0
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3 Experiments
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Analysis of Model Dynamic Data Preference

B Unpraferred Data
N Freferred Data

R Unprefered Data
R Preferred Data
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Figure 3. Preferred (red) and unpreferred (blue) data of the weight-
ing model in different training stages, considering properties of
writing, expertise, facts and educational values.
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To this end, this paper
v" proposes a novel bi-level optimization framework with a data weighting model
v" improves the performance of models trained with carefully selected data but also enables models trained
with randomly selected data to achieve competitive results
v’ demonstrates transferring DWM to larger models yields consistent performance improvements

v" provides insights into how a model’s data preferences evolve throughout training

Limitation
» The additional training cost of introducing the weighting model during training

» The incompatibility between the model and the high-quality reasoning data when transferring DWM
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