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Adversarial Attacks
‣Adversarial vulnerability of Deep Neural Networks (DNNs) has been 

intriguingly well-known. 

‣ Adversarial attacks cause a catastrophic reduction in deep learning capability, 
especially via white-box targeted attacks.
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• C. Szegedy et al, Intriguing properties of neural networks, ICLR2013 
• I. Goodfellow, J. Shlens and C. Szegedy, Explaining and harnessing adversarial examples, ICLR2015



Targeted Attacks:  From Top-1 to Ordered Top-K
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• Z. Zhang and T. Wu, Learning Ordered Top-k Adversarial Attacks via Adversarial Distillation, In CVPRW’20
• T. Paniagua, R. Grainger and T. Wu, QuadAttacK: a quadratic programing approach to learning ordered top-K adversarial attacks, In NeurIPS’23

ViT-B
Benign Top-K 
predictions: redshank, 
ruddy turnstone, red-
backed sandpiper, 
dowitcher, …

Top-1 attack target: mask 

Ordered Top-20 attack targets: mask, analog-clock, slide-
rule, Siberian-husky, harmonica, African-chameleon, 
dowitcher, yena, wing, pillow, garter-snake, Great-
Pyrenees, puffer, banana, West-Highland-white-terrier, 
whippet, brown-bear, snowplow, tarantula, space-heater



Why Do Ordered Top-K Attacks Matter? 
‣Reveal deeper vulnerability of DNNs

‣Safety-critical systems (e.g., face unlock, medical triage, 
content moderation) reason over entire ranked lists.
‣ An attacker dictating all top predictions  (e.g., using semantic 

coherent attack targets) obtains finer control and evades simple “Top-
1 changed” detectors. 

‣Security evaluations now recommend K > 1. 
‣ E.g., NIST SP 800-226 (March 2025) 
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Learning Ordered Top-K Attacks
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Contributions of Our Proposed RisingAttacK
‣Novel Theoretical Insights: 

‣ It introduces explicit derivations connecting adversarial perturbations 
to singular vectors of the adversarial Jacobian, providing new 
theoretical clarity.

‣Methodological Innovation: 
‣ It is the first method to directly optimize ordered top-K adversarial 

attacks in image space via SQP, significantly improving alignment 
between optimized solutions and visually coherent perturbations.

‣Empirical Advances: 
‣ It provides comprehensive evaluation across multiple architectures 

and attack levels, consistently outperforming the previous state-of-
the-art, QuadAttacK using a proposed holistic metric, Figure of Merits 
(FoM) covering both success rates and perturbation magnitudes.
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Learning Ordered Top-K Attacks – The Prior Art
‣From constrained optimization to unconstrained ones via 
designing surrogate loss functions

6• Z. Zhang and T. Wu, Learning Ordered Top-k Adversarial Attacks via Adversarial Distillation, In CVPRW’20



Learning Ordered Top-K Attacks – The Prior Art
‣From latent feature perturbation (via Quadratic Programing, QP) 
to image perturbation (via one-step back-propagation)

7• T. Paniagua, R. Grainger and T. Wu, QuadAttacK: a quadratic programing approach to learning ordered top-K adversarial attacks, In NeurIPS’23



Learning Ordered Top-K Attacks – Our RisingAttacK
‣Directly optimize adversarial perturbation in the image space 
via Sequential QP (SQP)
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RisingAttacK
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RisingAttacK
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Adversarial Jacobian



RisingAttacK
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Its columns span a subspace in which 
adversarial perturbations are most effective 
towards satisfying ordered top-K constraints.



Experiments
‣Four models trained on ImageNet-1k

‣ ResNet50, DenseNet121, ViT-B, DEiT-B
‣1000 images from ImageNet-1k val 

‣ which can be correctly classified by all the four models
‣K=1,5,10,15,20,25,30
‣For each K, 5 random seeds are used
‣Metrics 

‣ Attack Success Rate (ASR), 𝑙!	(𝑝 = 1,2,∞) energy
‣ Figure of Merits (FoM)

‣ a holistic comparison between Method 1 and 2
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Experiments
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RisingAttacK QuadAttacK
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