
GraphGPT: Genera,ve Pre-trained Graph Eulerian Transformer
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• SOTA: On PCQM4Mv2, GraphGPT achieves a test MAE of 0.0804, significantly outperforming the previous SOTA (0.0821, GPTrans)

• vs GTs: GTs like TokenGT, Graphformer, GPS, and GPTrans requires handcrafted features or intricate architectures to encode 

structural information, while GraphGPT attains superior performance without manual feature engineering. 

• vs GNNs: GraphGPT surpasses GNNs by a substantial margin.

• Parameter Efficiency: GraphGPT’s larger parameter count may reflect its capacity to implicitly learn features that other GTs 

encode manually. Generative pre-training also allocates model capacity to generation tasks, potentially limiting discriminative 

performance of models at smaller scales.

Scaling up model sizes
consistent improvement up to 200M parameters

Graph Structure Understanding (GSU)

• Pre-training (PT) is highly beneficial: 32% −> 92%

• PT on other datasets also improves GSU on this 

dataset, sometimes even better: 𝑎 vs 𝑏/𝑐/𝑑

• This holds true even when PT includes node and 

edge attribute prediction: 𝑎 vs 𝑒/𝑓/𝑔

• PT on real graphs outperforms random graphs: 𝑐 vs 𝑑, 

𝑎 + 𝑏 + 𝑐 vs 𝑎 + 𝑏 + 𝑑

• More data & diverse PT enhance generalization: 𝑎 vs 

(𝑎 + 𝑏)/(𝑎 + 𝑐)/(𝑏 + 𝑐) vs 𝑎 + 𝑏 + 𝑐 /(𝑎 + 𝑏 + 𝑑)

Graph triangle counting: 1~10 (10-class classification)

Edge-level Task

• Performance Superiority: GraphGPT significantly outperforms all baseline methods, including GNNs, heuristic models, and latent-factor 

approaches, across both datasets.

• Scalability: GraphGPT scales seamlessly to 2 billion parameters, achieving sustained performance gains with increasing model size.

• Transformer Efficacy: To our knowledge, GraphGPT is the first transformer-based model to achieve SOTA results on ogbl-ppa and ogbl-citation2, 

demonstrating the viability of sequence-driven architectures for large-scale edge-level tasks.

Node-level Task

• GraphGPT outperforms/matches classic GNNs.
• But still lags behind some customized GNN variants.

• It significantly improves or equals GTs.

• Pre-training brings substantial improvements.

• SMTP > NTP in most cases.

• Strong in-domain transferability.

Node-Identity Coding

Limitations
• Model size is large, high computational resource is required

• A larger graph dataset is required to demonstrate superiority.

• Transferability: Pre-training is currently limited to same-domain datasets, making generalization to other graph data domains challenging.
• The transferability of graph structure understanding is evident.

• General Graph Structure Understanding [Graph] Foundation Model (GFM)

• Specialized Domain Understanding GFM (e.g., molecule)

• Combined with LLM，similar to Llava

Outlook

Graph => Eulerian path => Sequence of tokens w/o attributes
Lossless, reversible, shortest serialization

Qifang Zhao, Weidong Ren, Tianyu Li, Hong Liu, Xingsheng He, Xiaoxiao Xu @ Alibaba Inc.

Motivation
• Graph has not benefited from the transformer architecture, like NLP/CV/Audio

• Unifying graph with other modalities is problematic due to inconsistent architecture

• Graph has not benefited from scaling up model sizes

Method

Pre-training & Fine-tuning
Next Token Prediction (NTP) Scheduled Masked Token Prediction (SMTP)

Graph-level Task

PCQM4M-v2: 3.7M molecules OGBG-MOLPCBA: 438K molecules

Pre-training

• Ogbn-proteins: Undirected, weighted graph of 132,534 proteins (nodes) with 8D 

edge attributes encoding association strengths.

• Ogbn-arxiv: Citation network of 169,343 papers; tasks involve predicting 40 subject 

categories.

Ablation

Node-reindex

Synergy with diffusion LLM (dLLM)
• Speed and Performance: dLLM has shown superior generation speed and comparable performance compared to AR (autoregressive) LLM: 

Mercury and Gemini Diffusion.

• Same Pre-training: Masked dLLM like LLaDa-8B, Dream-7B share almost the same pre-training objectives as SMTP employed by GraphGPT.

• SMTP > NTP: GraphGPT shows dLLM-like pre-training SMTP is much better than AR-like pre-training NTP in most graph datasets.

• Multi-modality: GraphGPT processes graph data in a way closely aligned with dLLM: using sequential tokens, a transformer encoder, and a 

masked token prediction objective. It implies graph data can be naturally incorporated in the dLLM.

• AI for Science: Some scientific data is naturally represented as graphs—for example, molecules and integrated circuits. Other scientific data,

such as proteins and DNA/RNA, is represented as sequences. Unlike language, these data types lack the autoregressive (AR) inductive bias, 

making them better suited for modeling with dLLM.

References

• PCQM4Mv2 contains > 3.7 million organic molecules from PubChemQC (Nakata & Shimazaki, 2017). Nodes represent atoms (9D 

attributes: atomic number, chirality, etc.), and edges denote chemical bonds (3D attributes: bond type, stereochemistry, 

conjugation).

• ogbg-molpcba is a smaller molecular dataset (Wu et al., 2017) with the same node/edge attributes. 

• Statistics of GraphGPT models of different 

sizes. The GraphGPT-Base is of the same 

scale as Bert-Base (Devlin et al., 2019).

Various Model Sizes

Github, paper, ckps

Github, paper, ckps

[1] Samar Khanna, Siddhant Kharbanda, Shufan Li, Harshit Varma, Eric Wang, Sawyer Birnbaum, Ziyang Luo, Yanis Miraoui, Akash Palrecha, Stefano 

Ermon, Aditya Grover, Volodymyr Kuleshov. Mercury: Ultra-Fast Language Models Based on Diffusion. arXiv preprint arXiv:2506.17298, 2025.

[2] Google DeepMind, Gemini Diffusion. url: https://deepmind.google/models/gemini-diffusion/.

[3] Weihua Hu, Matthias Fey, Marinka Zitnik, Yuxiao Dong, Hongyu Ren, Bowen Liu, Michele Catasta, Jure Leskovec. Open Graph Benchmark: Datasets 

for Machine Learning on Graphs. arXiv preprint arXiv: 2005.00687, 2020.

[4] Shen Nie, Fengqi Zhu, Zebin You, Xiaolu Zhang, Jingyang Ou, Jun Hu, Jun Zhou, Yankai Lin, Ji-Rong Wen, Chongxuan Li. Large Language Diffusion 

Models. arXiv preprint arXiv: 2502.09992, 2025. (LLaDA-8B)

[5] Jiacheng Ye, Zhihui Xie, Lin Zheng, Jiahui Gao, Zirui Wu, Xin Jiang, Zhenguo Li, and Lingpeng Kong. Dream 7B. url: 

https://hkunlp.github.io/blog/2025/dream/

✦
✦▷

▷
▷
▷

◀

◀
◀
◀

☞
☞

☞

☞

◁

◁
◁
◁

◁

◁

✦

▷

◀

☞

◁

https://www.inceptionlabs.ai/about
https://deepmind.google/models/gemini-diffusion/
https://ml-gsai.github.io/LLaDA-demo/
https://hkunlp.github.io/blog/2025/dream/
https://deepmind.google/models/gemini-diffusion/
https://hkunlp.github.io/blog/2025/dream/

