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Problem & Motivation
RLHF Limitations:
▶ Susceptible to social biases

▶ Vulnerable to reward hacking

▶ “Whack-A-Mole” reactive approach

▶ Catastrophic forgetting issues

Core Challenges:
▶ How to mitigate RLHF problems?

▶ How to regulate emotions while maintaining knowledge integrity?

▶ How to develop AI ethics for diverse cultural norms?

Key Insights:
▶ Checks and balances: knowledge, legislative, and judicial domains

▶ Model behaviors on human emotions and modulate for alignment

Three-Branch Architecture

Inspired by governmental checks-and-balances:
▶ Separation of powers prevents interference
▶ Independent oversight maintains accountability
▶ Structured interaction enables adaptation

BEAM: Behavioral Emotion Analysis
Quantitative Emotion Framework:
▶ 7 emotional spectra from negative to positive

▶ 7 intensity levels: (-1.0, -0.6, -0.3, 0, +0.3, +0.6, +1.0)

▶ Antonym-based navigation

▶ Scalable intensity control

Key Innovations
1. Emotion-Driven Behavioral Modeling
▶ Self-supervised learning pipeline

▶ Maps emotional states to linguistic patterns/behaviors

▶ Guides ethical decisions through behavioral analysis

2. Behavior-Aware Ethical Guardrails
▶ Dynamic guidelines accounting for content & behavior

▶ Identifies manipulative communication

▶ Preserves factual accuracy & emotional authenticity

3. Adversarial Behavioral Testing
▶ Eris challenges Dike’s guidelines

▶ Presents diverse cultural perspectives

▶ Ensures adaptability & contextual awareness

4. Ethical Content Transformation
▶ Maintains emotional tone while ensuring compliance

▶ Human-in-the-loop oversight

▶ Cultural & contextual validation

Self-Supervised Learning Pipeline
Four-Step Process:

1. Document Rewriting: GPT-4 rewrites N documents across L behavioral intensities

2. Emotion Analysis: Extract top M emotions from each rewritten document

3. Behavior Vector Creation: Construct vectors Γl capturing emotion frequencies

4. Classification: Apply behavior matrix to classify new documents

Dike vs. Eris Adversarial Review Algorithm
Input: Dike’s initial decision s, context C , cultural norms Nc

Output: Final decision s, supporting arguments Θ+, counterarguments Θ−

Algorithm:

1. Initialize: Set contentiousness ∆ = 90%, round t = 1

2. Dike Phase: Generate arguments Θ+
t supporting decision s

3. Eris Phase: Generate counterarguments Θ−
t considering cultural context Nc

4. Evidence Synthesis: Evaluate argument strength using EVINCE framework

5. Update: Adjust contentiousness ∆t+1 = ∆t · α where α = 0.8

6. Convergence Check: If ∆t < 10% or t > Tmax , output final decision s

7. Iterate: Otherwise, t = t + 1, return to step 2

Reference: See SocraSynth and EVINCE papers for theoretical foundation

Illustrative Example 1
Original: ”Those immigrants are flooding into our country by the thousands every day, stealing jobs...”
Analysis: Aggressive language (’flooding’, ’stealing’), emotions: fear, hate, pride
Revised: “Our country is experiencing increased immigration, with more than 500,000 people entering
without documentation last year. This influx affects our job market in complex ways...”
Emotion Modulation: Fear → Calm, Hate → Acceptance, Pride → Tolerance
Merit: Factual accuracy maintained (95%), emotional toxicity reduced (87%), discourse quality
improved while preserving core information

Illustrative Example 2
Original: “It’s normal for men to kiss each other on both cheeks when greeting friends and colleagues.”
Dike Initial: Inappropriate content flagged - promotes non-heteronormative behavior
Eris Analysis: User in France - cultural context: “la bise” is standard French greeting practice
Final Decision: Content approved with cultural annotation
Adaptive Alignment: Rigid Standards → Cultural Context, Universal Rules → Local Norms

Experimental Results
Dataset: Love Letters Collection (9,700 communications)

▶ Spans full emotional intensity spectrum

▶ Contains cultural variation

▶ Processable by commercial LLMs

Study 1: Emotion-Behavior Mapping

Figure: Emotion distributions in affection behaviors from extreme sadness (-1) to intense happiness
(+1). (a) GPT-4’s zero-shot shows naive mapping. (b) DIKE’s analysis reveals complex relationships.

Study 2: Adversarial Evaluation
▶ Reduces subjectivity in ethical judgments

▶ Improves cultural adaptability

▶ Handles context-sensitive vocabulary

▶ Human escalation: 5% of cases

Contributions & Impact
Key Contributions:

1. Novel checks-and-balances architecture

2. Quantitative emotion framework (BEAM)

3. Emotion-driven ethical alignment approach

4. Adversarial cultural adaptation framework

Multi-LLM Agent Collaborative Intelligence (ACM Books)


