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Experiments

Different Look-back Window and Prediction Length

Sensitivity to Patch Dimension

SNNs’ application in long-term prediction tasks remains 
underexplored, which is primarily due to:

• Current SNN encoding methods are unable to effectively encode long 
temporal information

• The absence of proper positional encoding for spiking self-attention 
restricts Spiking Transformer from effectively utilizing positional 
information

1. Spiking Patch Encoder: encode input sequence in patches to handle

longer input sequences

2. Spiking Frequency Selector: select frequency components to establish

long-range temporal dependencies within the input sequence and

between the sequence and prediction target

3. Evaluation Across Eight Real-world Long-term Time-series

Benchmarks: SpikF achieves an averaged 1.9% reduction in Mean

Absolute Error (MAE) compared to state-of-the-art models, while

lowering total energy consumption by 3.16×.

Efficient Long-term Prediction with Patch 
Mechanism and Fourier Transform 

Motivation

Long-term Prediction


