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Background & Motivation: Unsupervised Anomaly Detection (UAD)[1] [2]

Introduction

[1] Zhao et al., OmniAL: A Unified CNN Framework for Unsupervised Anomaly Localization, CVPR 2023
[2] Guo et al., Dinomaly: The Less Is More Philosophy in Multi-Class Unsupervised Anomaly Detection, CVPR 2025.

 UAD is widely used in industrial inspection,

where only normal data is available for training due

to the scarcity of anomalies.

 Existing UAD methods often emphasize sample 

reconstruction, precise feature learning, or 

extensive feature banks, whereas we study the UAD 

from the perspective of matching.

 We find that matching noise often blurs the 

boundaries between normal and anomalous 

regions, which hampers anomaly detection 

accuracy, particularly for subtle anomalies.
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Introduction

Background & Motivation: Matching Noise - Ubiquitous Yet Overlooked

  Commonly, UAD relies on image- or feature-level

matching, a process inherent to both reconstruction[3] -

and embedding[4] -based methods.

  Such matching noise impairs the localization of subtle

or boundary-adjacent anomalies.

 We address this via cost volume filtering, inspired by

concepts in stereo and flow tasks.
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Image Label

Reconstruction-based Embedding-basedTwo Mainstream Methods: 

[3] Yao et al., GLAD: Towards Better Reconstruction with Global and Local Adaptive Diffusion Models for Unsupervised Anomaly Detection, ECCV 2024
[4] Damm et al., AnomalyDINO: Boosting Patch-based Few-shot Anomaly Detection with DINOv2, WACV 2025. 3



Unsupervised Anomaly Detection [5] 
 Embedding-based methods

Use pre-trained features to compare distributions,
e.g., teacher–student networks, distribution modeling, memory banks.

 Reconstruction-based methods
Rebuild normal patterns and detect anomalies via residuals,
e.g., autoencoders, GANs, transformers, diffusion models, MoE.

 Synthesis-based methods
Generate pseudo-anomalies to simulate real defects,
e.g., pixel- or feature-level synthetic perturbations.

Related work

Embedding-based Reconstruction-based

Synthesis
-based

Synthesis
-based
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[5] Lin Y et al., A survey on RGB, 3D, and multimodal approaches for unsupervised industrial image anomaly detection, Information Fusion, 2025.

From paper [5] From paper [5] From paper [5] From paper [5] 



Cost Volume Filtering in Vision Tasks

 Stereo matching

Cost volumes correlate left and right image features along the disparity axis to capture 

pixel-wise similarity [6] [7] .

 Depth estimation

Cost volumes model multi-view geometric relationships for precise depth estimation [8] [9] .

 Motion analysis

Cost volumes refine pixel correspondences to improve optical flow accuracy [10] [11] .

Related work

[6] Kendall et al., End-to-End Learning of Geometry and Context for Deep Stereo Regression, ICCV 2017.
[7] Wang Y et al., Cost volume aggregation in stereo matching revisited: A disparity classification perspective, IEEE TIP 2024.
[8] Yang J et al., Self-supervised learning of depth inference for multi-view stereo, CVPR. 2021.
[9] Peng R et al., Rethinking depth estimation for multi-view stereo: A unified representation, CVPR. 2022.
[10] Zhang F et al., Separable flow: Learning motion cost volumes for optical flow estimation, ICCV 2021.
[11] Garrepalli R et al., Dift: Dynamic iterative field transforms for memory efficient optical flow, CVPR 2023.
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Challenges

 Matching Noise vs. Fine Anomalies

Suppressing matching noise while preserving subtle anomaly cues.

 Subtle and Edge-bound Defects

Low-contrast or boundary-adjacent anomalies are easily confused with normal regions.

 Identical Shortcut in Reconstruction-based or Embedding-based methods

The “identical shortcut” effect always replicates anomalies, hindering residual-based detection.

 Category-wise Anomaly Diversity

Multi-class UAD must handle varying anomaly types across categories, increasing the complexity.
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Method

The task targets image- and pixel-level anomaly detection using only synthesized anomalies, without

access to real defects during training.

We reformulate multi-class UAD as a three-step process:

1. Feature extraction: from input and template or reconstructed samples.

2. Anomaly Cost Volume Construction: modeling spatial anomaly patterns and channel-wise matching

similarity.

3. Cost Volume Filtering: with dual-stream attention guidance for noise suppression and anomaly

refinement.

Problem Reformulation

filtering filtering filtering
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Method

 New Unsupervised Anomaly Detection Formulation

We reinterpret anomaly detection as a cost filtering process to explicitly address matching noise.

 CostFilter-AD Method

A plug-and-play filtering network guided by attention to refine cost volumes and suppress noise.

 Broad Compatibility

Our method integrates seamlessly with both reconstruction- and embedding-based models.

 Strong Performance Gain

We enhance 5 baselines across 7 metrics and achieve state-of-the-art results on 4 popular datasets.

Our contribution

8



Analysis: From Heatmaps to Histograms -- Revealing Ubiquitous Matching Noise

Method

 Visualization and KDE curves show image- and pixel-level logits.

 Baseline results are highlighted in yellow,  ours in green.

 Our method yields less noisy detections and clearer normal–abnormal separation. 9



Overview: Architecture of Costfilter-AD

Method

1. Feature Extraction      2. Anomaly Cost Volume Construction      3. Cost Volume Filtering 10



Image & Templates in CostFilter-AD

Method

 Reconstruction-based (e.g., HVQ-Trans, GLAD)

      Image: Original input image

 Template: Reconstructed normal image from model

-HVQ-Trans: Multi-scale features via vector quantization (N = 1)

-GLAD: Multi-step reconstruction via adaptive diffusion 

(1 ≤ N ≤ total steps)

 Embedding-based (e.g., AnomalDF)

     Image: Features from pre-trained encoder

 Template: Normal features from memory bank

–AnomalDF: Randomly sampled normal features (N = 3)

11



Extract Features & Construct Anomaly Cost Volume

Method

For reconstruction- and embedding-based piplines, 
we perform global spatial matching over input and 
template features:

Lower similarity implies higher anomaly likelihood, 
thus forming the anomaly cost volume.

12



Method

Extract Features & Construct Anomaly Cost Volume

13



Method

 Physical Meaning in Anomaly Detection

• Matching Dimension (DN):

Represents what to match — all candidate positions in 

templates for similarity comparison.

• Spatial Dimension (H′ ×W′):

Represents where to detect — pixel locations in the 

input image being evaluated.

• Depth Dimension (L)

Represents how to represent — multi-level features 

from different encoder layers.

Extract Features & Construct Anomaly Cost Volume

14



Cost volume filtering & Anomaly Output Generation

Method

 Network Input

Combines the anomaly cost volume, input 

features, and initial anomaly map as 

inputs to the 3D U-Net.

 Dual-Stream Attention Guidance

1. Spatial Guidance (SG): Preserves fine 

details using input features

2. Matching Guidance (MG): Focuses 

attention using initial anomaly maps

3. Both are fused with U-Net features: via 

residual channel-spatial attention for 

robust refinement.
15



Method

 Filtering Network Architecture
Uses RCSA modules with residual 
connections, 3D convolutions, and dual 
attention to enhance filtering across 
feature layers.

 Class-Aware Adaptor
Learns class-aware soft logits via spatially 
pooled features, guiding the 
segmentation loss to improve detection 
across diverse anomalies.
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Cost volume filtering & Anomaly Output Generation



Method

 Anomaly Output Generation

Performs global min-pooling → 

convolution → softmax

 Outputs:

• Pixel-level anomaly map

• Image-level score from the average 

of top-250 values in the map

17

Cost volume filtering & Anomaly Output Generation



Method

 Notation Explanation for filtering Network
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Method
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Evaluation: qualitative results on Mvtec-AD
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Evaluation: qualitative results on Mvtec-AD
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Evaluation: qualitative results on Mvtec-AD
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Evaluation: qualitative results on VisA
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Evaluation: qualitative results on VisA
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Evaluation: quantitative results

Plug-and-Play Boosting of Multi-class UAD on Mvtec-AD

 Our method consistently improves image- and pixel-level AUROC, outperforming GLAD, HVQ-Trans, and 
AnomalDF across benchmarks. 

25



Evaluation: quantitative results

Plug-and-Play Boosting of Multi-class UAD on VisA

26
 Our method consistently improves image- and pixel-level AUROC, outperforming GLAD, HVQ-Trans, and 

AnomalDF across benchmarks. 



Evaluation: quantitative results

Class-Aware Average Results Across More Datasets and Metrics

Our method consistently boosts multi-class UAD performance across diverse baselines and datasets by effectively 
filtering matching noise and preserving subtle anomaly details.

27



Evaluation: quantitative results

Ablation Studies and Further Analysis

CostFilter-AD demonstrates superior performance, effective ablations, strong generalization, and minimal 
computational overhead across Unsupervised Anomaly Detection tasks. 28



Evaluation: precise localization of subtle anomalies

Ours vs. GLAD, HVQ-Trans, and AnomalDF: Localization Visualization

Qualitative results show that our method reduces matching noise and improves anomaly localization over GLAD, 
HVQ-Trans, and AnomalDF on MVTec-AD and VisA. 29



Evaluation: qualitative results

Progressive and Fine-grained Denoising

Progressively refines spatial anomaly features across encoder and decoder layers, generating layer-wise 
heatmaps via attention-driven channel selection and aggregation. 30



Failure Cases and Future Direction

 Failure Cases

 Subtle Anomalies: Fails on low-contrast or highly 

localized anomalies unseen during training.

 Template Sensitivity: Relies on representative 

templates; poor quality can degrade detection 

performance.

 Future Directions

 Adaptive Cost Modeling: Refine matching 

precision through improved or learned cost functions.

 Spatiotemporal & Multi-modal Extension: Extend 

to video or multi-modal inputs for broader 

applications.

 Hard Negative Mining: Incorporate challenging 

normal cases to enhance model robustness.

31



T h a n k  y o u！

State Key Laboratory of Synthetical Automation for Process Industries
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