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Problem : Client Data Heterogeneity
𝑝1(𝑥) 𝑝2(𝑥)
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Prior Federated Ensemble Algorithms

Algorithm Weighting mechanism

FedDF, FedGKD+ Uniform

Fed-ET ∝ variance of output logit

FedHKT, FedDS ∝ exp(entropy of client output softmax)

DaFKD ∝ client discriminator output

• Various pseudo-labeling mechanisms are proposed

• Recent weighting mechanisms assign more weight to reliable client

• Our methods provides the tightest generalization bound for pseudo-label generated with 

empirical loss minimizer
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2. Main FL : Ensemble distillation along with client discriminators
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FedGO Algorithm

2. Main FL : Ensemble distillation along with client discriminators
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