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Effectiveness of ToolDelete

Paper, code, data
https://clu-uml.github.io/MU-Bench-Project-Page/

Efficiency

Motivation of Tool Unlearning
• Insecure tools
• Tools resulting in privacy concerns
• Broken or deprecated tools
• Tools no longer needed

Challenge of Multimodal Unlearning
• Tool calling ability is embedded in parameters

Difference to Sample Unlearning

Contributions
• Introducing and conceptualizing tool unlearning for tool-

augmented LLMs
• ToolDelete, implementing three key properties for 

effective tool unlearning
• LiRA-Tool as the first MIA for tool unlearning

MIA with LiRA-Tool

All Properties 
Are Useful

Sample Unlearning Tool Unlearning

Objective Reduce lexical 
memorization

Forget tool calling 
ability

Evaluation Exact memorization / 
ROUGE

Success rate 
of tool calling

Data Access to exact forget 
set

Optional access to 
forget set

Lower better

If No Data: Generate Samples

LiRA-Tool

Original 
LiRA

LiRA-Tool

Training Data +Synthetic Data

Membership 
of Data

Membership of Data 
Related to Tools
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Unlearning

Tool Knowledge Removal    Tool Knowledge Retention    General Capability Preservation
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