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*Rajan et al. Population estimate of people with clinical Alzheimer's disease and mild cognitive impairment in the United States (2020-2060). In Alzheimers Dement, 2021.
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2Metadata Normalization (MDN)

Prior Work

3Penalty approach to MDN (PMDN)

1Bias-Resilient Network (BR-Net)

and others...

Confounder-free
representation
learning

1Adeli et al. Bias-Resilient Neural Network. Preprint, 2020.
2Lu et al. Metadata Normalization. In CVPR, 2021.
3Vento et al. A penalty approach for normalizing feature distributions to build confounder-free models. In MICCAI 2022, vol. 13433 of Lecture Notes in Computer Science.
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Parameter Updates for MDN*

Ordinary Least Squares: 𝛽 = #
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Say we have 𝑁 training examples. 𝑋 is the confounder matrix, and 𝑧 is the vector of 
intermediate learned feature representation of the model.

*Lu et al. Metadata Normalization. In CVPR, 2021.
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Recursive Metadata Normalization
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Parameter Updates: 𝛽 𝑁 + 1 = 𝛽 𝑁 +𝐾 𝑁+ 1 𝑒 𝑁 + 1 ,

where 𝑒 𝑁 + 1 = 𝑧%-$ −𝑋%-$& 𝛽 𝑁    is the a priori error
𝐾 𝑁+ 1    is the Kalman Gain at the 𝑁+ 1 stepand
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R-MDN effectively removes confounder 
influence from learned DNN features 



Class 1

Class 2

Training stages

Confounder (a biased model 
might “cheat” and look at this)

Main effects (true discrimination cues
that an unbiased model should learn)Confounder becomes

less intense

Confounder becomes
more intense

Method
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R-MDN effectively removes confounder 
influence from learned DNN features 



R-MDN is a normalization layer and can be 
tacked on to various model architectures

Skin lesion classification on HAM10K1 dataset, with age as confounder

1Tschandl et al. The HAM10000 dataset, a large collection of multi-source dermatoscopic images of common pigmented skin lesions. In Scientific Data, 2018.

↓  

Example images from HAM10K



R-MDN can remove the influence from 
multiple confounders

Diagnostic classification on ADNI1,2 dataset, with both age and sex as confounders

1Mueller et al. The Alzheimer’s Disease Neuroimaging Initiative. In Neuroimaging Clinics of North America, 2005.
2Peterson et al. Alzheimer’s Disease Neuroimaging Initiative (ADNI) Clinical Characterization. In Neurology, 2010.

Lower is better for all ↓

Example images from ADNI



R-MDN makes equitable predictions across 
population groups

Sex classification on ABCD1 dataset, with Pubertal Development Score (PDS) as confounder

1Casey et al. The Adolescent Brain Cognitive Development (ABCD) Study: Imaging Acquisition across 21 sites. In Developmental Cognitive Neuroscience, 2018.

Example images from ABCD



Interested in knowing more?

ynshah@stanford.edu
eadeli@stanford.edu


