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Background and Motivation

Reward Hacking
Despite the success of reinforcement learning from human feedback (RLHF) in aligning language 
models with human values, reward hacking, also termed reward over-optimization, remains a 
critical challenge. This issue can be manifested in various ways, from copying styles without 
generating meaningful content to exhibiting excessive caution in responses.
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Background and Motivation

Motivation

Existing RL regularization techniques addressing reward hacking mainly focus on imposing 
constraints on the output space, such as KL divergence and response length penalties.

However, these methods overlook the underlying mechanisms of reward hacking inevitably 
restricting the optimization landscape of the policy model and and often compromising
RLHF performance.

In this work, we aim to uncover the underlying mechanisms of reward hacking within LLMs for 
developing more effective RL regularization techniques.
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Methodology

Summary of Energy Loss Phenomenon

An algorithm is said to exhibit the energy loss 

phenomenon if it satisfies two conditions: 

(1) The energy loss in its final layers gradually 

increases during the optimization process.

(2) An excessive increase in energy loss indicates 
the onset of reward hacking.
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Methodology

Empirical Evidence of Energy Loss Phenomenon

Observation:

Energy loss in the LLM’s final layer gradually increases as RL progresses.
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Methodology

Empirical Evidence of Energy Loss Phenomenon

Observation:

Hacking samples from RLHF models exhibit a more excessive increase in energy loss compared to 
normal ones.
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Methodology

Energy Loss-Aware PPO (EPPO)

Definition of Energy Loss. Given an input 𝑥, let ℎℓ"# 𝑥 and ℎℓ$%& 𝑥 represent the input and output 
hidden states of the ℓ-th layer of the LLM, respectively. The energy loss in the ℓ-th layer during 
response generation is defined as:

△ 𝐸ℓ 𝑥 = || ℎℓ"#(𝑥)||' − || ℎℓ$%&(𝑥)||', 

where the energy of a hidden state is measured by 𝐿'-norm.

Optimization Objective of EPPO. 

argmax
!!

𝔼" ∼𝒟, & ∼!!((|") ][ 𝑟̂ 𝑦 𝑥 ,

𝑟̂ 𝑦 𝑥 = 𝑟 𝑦 𝑥 − 𝜂 Δ𝐸+,-./
012 𝑥 − Δ𝐸+,-./3451 𝑥 ,

where 𝜂 is the trade-off parameter.
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Experiments

Final RLHF Performance
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Experiments

Final RLHF Performance
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Experiments

Reward Hacking Mitigation
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