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Background / Motivation

Neural networks capable of representing their 
uncertainty are a crucial component of real-world 
ML systems.

In the continuous regression setting, deep 
ensembles (DEs) of Gaussian networks [1] have 
proven highly effective due to their flexibility and 
accuracy.

[1] Lakshminarayanan, B., Pritzel, A., & Blundell, C. Simple and scalable predictive uncertainty estimation using deep 

ensembles, 2017

Gaussian DE predictions on toy dataset. 
Adapted from Figure 1 of [1].



Background / Motivation

However, no analogous approach exists for count regression, an important 
subfield with many applications (estimating crowd size, inventory volume, traffic 
flow, etc.). 



Background / Motivation
Uncertainty can be decomposed into two quantities: aleatoric (observation noise) and epistemic (model 
misspecification). Aleatoric uncertainty is commonly estimated via a neural network’s predictive variance, 
while epistemic uncertainty can be estimated by deep ensembles.

In order for a model to properly represent its aleatoric uncertainty, it must be able to output arbitrarily 
high/low variance for any prediction. We call this property full heteroscedasticity.
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[2] Mucsányi, B., Kirchhof, M., & Oh, S. J. Benchmarking uncertainty disentanglement: Specialized uncertainties for specialized 

tasks, 2024.

Without accurate aleatoric uncertainty, downstream estimates of epistemic uncertainty can be corrupted [2].



Background / Motivation

Existing approaches to deep count regression output the parameters of common distributions 
such as the Poisson or Negative Binomial. 

These models are not fully heteroscedastic — they are constrained via equidispersion and 
overdispersion respectively. Thus, they often misrepresent aleatoric uncertainty.

μ = σ2 μ < σ2



Background / Motivation

Meanwhile, Gaussian networks have no such restrictions on their predictive variance, but 
lack a key inductive bias for the counting setting — they model discrete probabilities with a 
continuous density function.

Gaussian models must assign 
probability density to infeasible 
values, like 4.9 (not a count)



We propose to train neural networks to output the 
parameters of the Double Poisson [3] distribution. 
We call our model the Deep Double Poisson 
Network (DDPN).

DDPN is both discrete and fully heteroscedastic, 
thus it can effectively model integer-valued targets 
under various levels of aleatoric noise.

When ensembled, DDPN also provides calibrated 
estimates of epistemic uncertainty.

Our Contribution

[3] Efron, Bradley. Double exponential families and their use in generalized linear regression, 1986



We show that DDPN exhibits learnable loss attenuation, which allows it to 
discount the contribution of outliers / mislabels to its training objective.

Our Contribution

Similar to a Gaussian model, 
DDPN can dynamically 
down-weight the contribution of 
individual inputs to the overall 
loss by assigning them high 
uncertainty, increasing its 
robustness to outliers.



To avoid uncertainty collapse, DDPN’s learnable loss attenuation can be controlled through a 
tunable modification to our proposed loss function.

Our Contribution



DDPN, both as an individual model and when ensembled, outperforms all baselines in terms of 
accuracy and calibration.

Results



The total variance of DDPN DEs is a better OOD indicator than DEs of existing methods.

Results

This is especially true in comparison to models that are not fully heteroscedastic (which 
consequently suffer from poorly-estimated aleatoric + epistemic uncertainty).



Example Predictions

Single Network (DDPN) Deep Ensemble (DDPN DE)



In-distribution vs. Out-of-distribution
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