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Background

u In real-world crowdsourcing scenarios, crowd workers usually annotate a small 
number of instances only, which results in a very sparse crowdsourcing label 
matrix, and thus harms the performance of label integration algorithms. 

uThus it is necessary to complete labels before integration:
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Motivations

uRecent proposed label completion algorithm worker similarity-based label 
completion (WSLC) offers a useful way to complete missing labels. 

uHowever, it considers solely the correlation of the labels annotated by 
different workers on the same instance while totally ignoring the correlation 
of the labels annotated by different workers among similar instances.

uTo overcome this limitation, we propose a label distribution propagation-
based label completion (LDPLC) algorithm.



Method
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Method

 Label Distribution Initilization 

uWe first use Pearson correlation to learn a feature vector for each worker and then 
use cosine similarity to estimate worker similarity for each pair of workers. Finally, 
we initialize a label distribution for each missing label based on the original 
crowdsourced dataset and the estimated worker similarity.
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Method

Label Distribution Propagation

uWe first query neighbors for each instance and then use local linear embedding to 
optimize the neighbors’ weights. Next, we propagate the initialized label distribution 
from weighted neighbors to each missing label of each instance and finally complete 
each missing label based on its converged label distribution.
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Method

Convergence Analysis

u At the end of label distribution propagation, the distribution of each worker across 
the whole dataset will converge to a fixed matrix. 

Proof of Convergence



Experiments and Results

uExperiments on a real-world dataset:

Dataset #Instances #Classes #Workers #Labels Annotation 
quality

Annotation 
ratio

LabelMe 1000 8 59 2547 0.75 0.04

uWorker distribution of the real-world dataset “LabelMe”:

Most workers’ annotation qualities are in 
the interval [0.6, 0.9].

Most workers’ annotation ratios are in the 
interval [0, 0.1].



Experiments and Results

uThe detailed experimental results on the real-world dataset “LabelMe”:

uThe integration accuracies of MV (81.60%) and 
others after label completion by LDPLC are much 
higher than those of MV (76.40%) and others 
after label completion by WSLC, respectively.

uAll these experimental results demonstrate the 
effectiveness of LDPLC.



Experiments and Results

u Experiments on Simulated Datasets: 34 datasets published on the CEKA platform

u Experimental settings:
u the number of crowd workers: 40

u the annotation ratio of each crowd worker: 
uniform distribution  [0,  0.1]

u the annotation quality of each crowd worker: 
uniform distribution [0.6,  0.9]

(Here corresponds to the annotation ratio and 
annotation quality of “LabelMe”)



Experiments and Results
uThe detailed experimental results on 34 simulated datasets:

The symbols • and ◦ in the table indicate 
t ha t  t he  i n t eg ra t i on  a c c u r a c y  h a s  a 
statistically significant improvement or 
degradation using our proposed LDPLC 
compared to WSLC, respectively. 

These results strongly demonstrates the 
effectiveness of LDPLC.



Experiments and Results
uThe annotation quality of each crowd worker:  Gaussian distribution �(0.75, 0.152)

These results validate the robustness of 
LDPLC under different annotation quality 
distributions.



Ø We design a worker similarity weighted majority voting algorithm to 
initialize a label distribution for each missing label to represent the label 
information of similar workers.

Ø We design a label distribution propagation algorithm to enable each missing 
label of each instance to iteratively absorb its neighbors’ label distributions.

Ø We propose a label distribution propagation-based label completion (LDPLC) 
algorithm and validate its effectiveness on a large number of crowdsourced 
datasets.

Conclusions



Thank you!


