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Motivation

Static User studies Preference
benchmarks do operate on a evaluations do not
not have users in limited, prescribed occur in realistic

the loop set of tasks coding envs

Copilot Arena

has served over 4.5 million suggestions from 10
LLMs and collected over 11k votes.

We find the following key insights:

Data Analysis

Programming Languages

Python (49%)
Javascript/Typescri7pt (19%)
HTML/Markdown (7%)
C++ (3%)

Java (3%)

Markdown (3%)

PHP (3%)

C# (2%)

CSS (2%)

Go (2%)

Dart (2%)

Plaintext (1%)

Vue (1%)

C (1%)

85 other languages (2%)
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Tasks
Backend Development (26%)
Frontend Development (20%)
Algorithm Design (18%)

Data Processing (15%)

Natural Languages
Code Only (50%)
English (45%)
Russian (2%)
Chinese (1%)
Spanish (1%)

14 other languages (1%)
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Context Lengths
<100 characters (11%)
100 - 1,000 characters (30%)

1,000 - 2,500 characters (19%)

, 2,500 - 5,000 characters (14%)
Input Handling (11%)

Limitations of existing evaluations 5,000 - 10,000 characters (13%)

Machine Learning (7%)

1. Existing evaluations do not necessarily 0
correlate well with in-the-wild preferences. RN EE T LI
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System Design

Copilot Arena is a VSCode extension that provides users with pairs of inline
code completions from various LLMs. Users provide their votes on which
completion is better suited for their task.
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Key differentiators in our data:

e 103 programming languages; significantly more than other benchmarks

e Less interview style problems (i.e., algorithm design) and more
real-world problems (i.e., backend and frontend development).

e Structurally diverse problems, comprising a mixture of infilling versus
code completion and forms of docstring tasks.

Model Sampling
e We optimize the trade-off between a latency-optimized distribution
and a uniform distribution (i.e., to improve coverage).

3. Diverse and realistic human preterence data
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e On HumanEval-Infilling, many chat LLMs struggle to “fill in the
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into a FiM completion improves performance 93% of the time.

eaderhoard better on data similar to static benchmarks.

Insights into user preferences

We partition each feature into contrasting subsets (e.g. FiM vs
non-FiM). We compute a win-rate difference matrix, i.e., the number
of substantial differences in the win-rate between each subset:
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