
GIVE: Structured Reasoning of LLM with Knowlegde
Graph Inspired Veracity Extrapolation



Reasoning requires knowledge

Scaling doesn’t solve everything.

-If we only rely on parametric knowledge of LLM, we cannot generate logic reasoning on the 
corner domain questions, because the models are rarely trained on them.

-In fact, for any size LLM, there will always be unsolvable problems in a single pass (Dziri et al., 

2024). 
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“Gold context” is not always feasible

Assume accessibility to comprehensive knowledge base is not generally applicable.
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Entity groups to bridge query and knowledge



Expert guided extrapolation

Identify the possible relation sets between two groups:



GIVE: Graph Inspired Veracity Extrapolation



Results on biomedical tasks

Older model VS later model: scaling training does not solve everything

Vanilla VS RAG: hallucination occurs when we directly equip the model with limited information



Takeaways

1. We cannot solely rely on parametric or non-parametric knowledge to build specialized 

LLM in corner domains or limited personalized data.

2. This issue can be resolved by providing the limited retrieved knowledge, along with some 

“bridging” information for the model to connect them with the query.

3. In the era of LRM, retrieval methods should not focus on gold answer
(context) matching, but identifying generalizable patterns or clues for LLM to observe and 
Reflect, thus conduct deductive/inductive reasoning.
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