
RESEARCH POSTER PRESENTATION DESIGN © 2019

www.PosterPresentations.com

Kahim Wong, Jicheng Zhou, Jiantao Zhou, Yain-Whar Si

An End-to-End Model for Logits-Based 
Large Language Models Watermarking

Paper&Code

n Logits-Based LLM Watermarking
u Passive detectors (e.g. DetectGPT) 

face high false positives when 
identifing human from AI text

u Watermark is more reliable:
1. Hash context to randomly split 
vocab into green and red sets
2. Add bias to raises probability of 
green tokens during generation
3. Flag text has high proportion of 
green tokens as AI-generated

n Challenge
u High accuracy on clean watermarked text, but performance drops once the 

text is edited (e.g. paraphrasing)
u The added bias can harm the LLM performance on downstream tasks

n End-to-End Model

u End-to-End training: Encoder (add bias), Text Editor (simulate edits), 
and Decoder (detect watermark) are jointly trained to maximize 
detection accuracy and preserving LLM output quality 

u Online prompting: Dynamically prompt the on-the-fly LLM to 
transforms non-differentiable operations (e.g. online paraphrasing 
and semantic computation) into differentiable 

u Converter enable cross-LLM inference without retraining

n Experiments
u Evaluate on MarkLLM benchmark: we train exclusively on OPT-1.3B and use the converter at inference.
u Our method deliver stronger watermark robustness while maintaining output quality

Downstream tasks

Watermark Example
CL: Clean sample; SS: Synonymous substitution; CP: Copy-paste; PA: Paragraphing; PPL: perplexity

Varying Watermark Strength ROC curve

More LLMs


