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Fact: Class Imbalance biases the Decision Boundary

• Fraud transaction detection, Rare disease diagnosis


• Traditional classifier tends to classify all samples into negative class (majority 
class) while maximizing accuracy on imbalanced data.
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Label-Noise-based Rebalancing Approach
Fact: Label Noise also biases the decision  boundaries

ρ(x) = Pr(Y* = 1 |X = x, Y = 0)
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• Intuition: Only the majority class samples with the most similar features to 

the minority class are likely to be flipped.


• Advantages: a) Minimum data-editing, b) Model/data-agnostic


• 3-Steps: Z-score Standardlization, tanh Normalization, Label Flipping



• Minority classes have 
only 30 samples: “5”, 
“7”, “9”. Each majority 
class has 6000 samples.


• Improves the overall 
accuracy on balanced 
test set from 89.93% to 
94.75%.


• Flipped samples shares 
similar features with the 
minority classes.


• Similar features are 
occupied by majority.


• Biased decision 
boundary corrected by 
only 65 label noises.



Experiment Results — Image Classification 
• 99% of samples from minority classes are 

removed with the imbalance ratio = 100.


• 94 label noises delivers effective trade-off 
between the classification performance of 
the head class (yellow) and the tail class 
(green).



Experiment Results — KEEL Binary Classification 

• 32 KEEL imbalanced datasets (tabular data) with range of imbalance ratios from 1.82 to 49.6. 


• Compared with matured  resampling methods with relative ranking on F1, G-mean, and AUC.


• LNR does not involve adding or removing samples, significantly enhancing F1 score and G-
mean scores without compromising AUC performance.


