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Background: Homotopy Optimization Methods

Figure 1: Gate task and visualization of the point-mass trajectories with their reward [1].

[1] Klink, Pascal, et al. "Self-paced contextual reinforcement learning." Conference on Robot Learning. PMLR, 2020.



Background: RL vs. Contextual RL

RL

Contextual RL



The idea of generating tasks based on reward/ return/ value is shared in most 
existing single-agent CRL methods, such as Goal-GAN [2], CURROT [3]

[2] Florensa, Carlos, et al. "Automatic goal generation for reinforcement learning agents." International conference on 
machine learning. PMLR, 2018.
[3] Klink, Pascal, et al. "Curriculum reinforcement learning via constrained optimal transport." International 
Conference on Machine Learning. PMLR, 2022.

Self-paced reinforcement learning (SPRL) is one of SOTA 
curriculum reinforcement learning (CRL) method

is the objective and maximized bywhere

Background: SPRL



CRL for multi-agent learning (by controlling the number of 
agents as the curriculum context) is still in early stage, e.g. via 
prior knowledge.

• DyMA-CL [4]: manually designed, from few to more.

• EPC [5]: in the order N      2N, with evolutionary selection.

• VACL [6]: in a presumed order to change number of agents. 

• We abstract these works as a Linear baseline

[4] Wang, Weixun, et al. "From few to more: Large-scale dynamic multiagent curriculum learning." Proceedings of the AAAI 
Conference on Artificial Intelligence. Vol. 34. No. 05. 2020.
[5] Long, Qian, et al. "Evolutionary population curriculum for scaling multi-agent reinforcement learning." arXiv preprint 
arXiv:2003.10423 (2020).
[6] Chen, Jiayu, et al. "Variational automatic curriculum learning for sparse-reward cooperative multi-agent problems." Advances in 
Neural Information Processing Systems 34 (2021): 9681-9693.

Background: Curriculum MARL



• High estimation variance

• Increased credit assignment 
difficulty

Two Issues of reward-based curriculum learning methods for multi-
agent learning, when controlling the number of agents as 
curriculum

Figure 2: Simple-spread task, where the common reward is 
computed by the sum of minimum distances of each 
landmark to agents. With more agents, the task becomes 
eaiser to get higher rewards. 

Motivation



We propose a learning progess based curriculum learning method: SPMARL

Main idea:

• Value loss indicates the policy change well.
• On tasks with higher value loss, the policy can be 

improved more.

The new objective maximized by

Method

Two-stage optimization



Experiments: Simple-Spread



Experiments: XOR



Experiments: SMAC v2



• We identify two issues related to the general reward-based 
automatic CRL methods and propose learning-progress based 
curriculum learning.

• While not maximizing the reward, our method, SPMARL, generates 
tasks with higher rewards faster than the naïve application of SPRL 
which maximize the reward over the number of agents. 

Conclusion
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