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Sortformer’s Mission
Power ASR models and LLMs with Speaker Information

Sortformer
Transformer 

Encoder

ASR Speaker Tagging Prediction
(= Speaker Diarization)



Sortformer End-to-EndSort Diarizer Models 
Train Multispeaker ASR Just Like Normal ASR

Resolve Permutation with Sorting.
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Permutation Invariant Loss based
MultiSpeaker ASR Model
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Sortformer: bridging between timestamps and tokens
We want to handle inference and training with token labels. 

A bridge between timestamps and Tokens! 
Timestamps to Tokens?
Word Alignments - Done by RNNT, CTC and Transformer AED
Speaker Permutations - Done by Sortformer
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Sortformer End-to-End Diarizer Models
Permutation can be also resolved by Sorting!

Sortformer Overview

Sortformer’s Speaker Diarization: Who spoke When + and who spoke first ?
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Sortformer End-to-End Diarizer Models
Permutation can be also resolved by Sorting!

Sortformer Overview

Sortformer’s Speaker Diarization: Who spoke When + and who spoke first ?



Sortformer End-to-EndSort Diarizer Models 
Sortformer End-to-End Diarizer Models

Sortformer Overview

• Sortformer Diarizer

• Hybrid Loss
• We use both Sort-Loss and permutation invariant loss.
• Still the model output is sorted

• Based on NEST SSL based pretrained Encoder
• Fast-Conformer Encoder 

• Very simple architecture (Encoder-only)
• No encoder-decoderno attractors (unlike EEND-EDAAED-EEND)
• Not an autoregressive wayone-pass Transformer-based encoding

• To be used as: Either Stand-alone or Diarization Encoder with ASR
• Designed to provide “speaker encoding” to ASR/speechLM models
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Sortformer is an Encoder Type Model
Speaker Encoding with Differentiable Kernel Functions

• Speaker Kernels for adding speaker information into encoder states:
• Inspired by positional encoding but conveying speaker information.
• Differentiable functions and can propagate gradient to diarization module.



Sortformer is an Encoder Type Model
Benefits of Sortformer

Transformer Decoder 🔥
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1. Why not one Transformer? Why multiple sub-models ?

a. Data Scarcity 

b. Long Context Problem in Diarization. 

c. Streaming and Long-form inference of speaker information

2. Make multi-speaker ASR + diarization Easy

a. Train the whole system   only using token objectives..   

(i.e.ASR/LLM training objective). 

i. No need for timestamp annotation 

ii. No need for considering permutation-invariant loss

b. One model performs diarization + ASR (Multi-speaker ASR)

i. Easier domain optimization than cascaded systems

ii. Easy to deploy



Sortformer End-to-EndSort Diarizer Models 
Sortformer End-to-End Diarizer Models

Experimental Results
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• Sortformer Speaker Diarization 
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Sortformer End-to-End Diarizer Models

Experimental Results

11

• Multi-speaker Canary: Multi-speaker ASR with Canary supervised by Sortformer Diarizer (Ablation Study)

• Multi-speaker Canary: Overlapped Speech Evaluations

• LibriSpeechMix: 0.5~10 sec of overlaps, up to 3 speakers

 



Sortformer End-to-EndSort Diarizer Models 
Sortformer is an Open-Source Model

[Link] Hugging Face: diar_sortformer_4spk_v1
NVIDIA NeMo Toolkit

https://huggingface.co/nvidia/diar_sortformer_4spk-v1
https://huggingface.co/nvidia/diar_sortformer_4spk-v1
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