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From Agents to Persona

● Can we have AI agents that embody human personas: fictional characters or 
real-world individuals?

● That is, Role-playing Language Agents (RPLAs).

2Generative Agents: Interactive Simulacra of Human Behavior. Park et al. 2023 Communicative agents for software development. Qian et al. 2023
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Role-playing Language Agents: Applications

● RPLAs have been popular in applications, such as chatbots, digital games 
and social simulations.

AI Application Tracks 
Ranked by DAU

Users spend more 
time on RPLAs  



Applications: Role-playing Chatbot

4User-generated RolesFictional Characters

● Role-playing chatbots serve as the most typical application of RPLAs. 
● They mimic various personas, including fictional characters, historical figures, 

celebrities, and user-generated characters.



Applications: Simulation of Multi-agent Interactions

5
Story CreationDebate
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Our Focus: Character Persona

From Persona to 
Personalization: A 
Survey on Role-
Playing Language 
Agents. Chen et al. 
2024

● We categorize the personas into 3 classes. 
● Our study focuses on established character personas, which 1) require persona 

depth, 2) provide sources of high-quality data (e.g. books, encyclopedia) for study.



Key Problems of RPLAs 
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Data Model

Agent & System

Evaluation

● Data 

● Foundation Models & Training 

● Agents, Systems & Applications 

● Evaluation

Lack of high-quality data. 

What leads to role-playing capabilities? 

How to design systems for RPLAs? 

Should we use LLM judges?  
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Research Overview

Data
- CoSER: extract authentic role-play data 

from books (ICML 2025)

-  CroSS: different ways to generate 
character profiles using LLMs (EMNLP 2024)

Model
- CoSER: training on book dialogues align 

LLMs with human-like speech patterns

- RolePersonality: knowledge distillation via 
personality-indicative questions (EMNLP 
2024, Findings)

Agent & System
- CoSER: introduce given-circumstance 

acting via multi-agent simulation

- BookWorld: Artificial fictional world (multi-
agent systems) for book characters (ACL 
2025)

Evaluation
- CoSER: acting in book scenarios, multi-

agent simulation & penalty-based LLM 
critics with expert rubrics 

- InCharacter: evaluation via personality 
test (ACL 2024) 

- LifeChoice: benchmarking personality-
based decision-making (preprint) 

Survey: From persona to personalization: A survey on role-playing language agents (TMLR 2024)
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CoSER: Datasets, Models & Evaluation for RPLAs

COSER: Datasets, Methodologies and Evaluation towards Coordinating LLM-Based Persona Simulation for Established Roles. In ICML 2025
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Background

● There remains a lack of high-quality datasets and evaluation framework 
for RPLAs of established characters. 

● Previous datasets: Typically synthesized by larger LLMs, which actually 
implement knowledge distillation while compromising quality and fidelity. 
Primarily single-turn.

● Previous evaluation: Based on LLM-as-a-Judge, troubled by bias issues, 
unable to differentiate nuanced performance gaps among strong models. 
Primarily single-turn. 

COSER: Datasets, Methodologies and Evaluation towards Coordinating LLM-Based Persona Simulation for Established Roles. In ICML 2025
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CoSER: High-Quality Datasets

● We extract authentic, multi-character dialogues 
from massive fictional works, ensuring high 
quality, complexity and fidelity.

● CoSER contains comprehensive types of data, 
including 1) dialogues and their backgrounds, 2) 
characters’ profiles and experiences,  3) 
summaries of key plots.  

● The dialogues capture characters’ actions and 
internal thoughts beyond surface-level speech. 

COSER: Datasets, Methodologies and Evaluation towards Coordinating LLM-Based 
Persona Simulation for Established Roles. In ICML 2025
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CoSER: High-Quality Datasets

COSER: Datasets, Methodologies and Evaluation towards Coordinating LLM-Based Persona Simulation for Established Roles. In ICML 2025
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CoSER: High-Quality Datasets

COSER: Datasets, Methodologies and Evaluation towards Coordinating LLM-Based Persona Simulation for Established Roles. In ICML 2025
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Comparing CoSER with previous datasets

● Key differences: (1) high-quality authentic dialogues from books, (2) 
comprehensive data types, (3) characters’ actions and internal thoughts.

COSER: Datasets, Methodologies and Evaluation towards Coordinating LLM-Based Persona Simulation for Established Roles. In ICML 2025
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Given-circumstance Acting: Training & Evaluation

● Given-circumstance Acting (GCA): Given a conversation with dialogue 
messages 𝑀, involved characters 𝒞, and contextual setting 𝒮, an actor LLM 
sequentially plays the role of each character 𝑐 ∈ 𝒞 to simulate the conversation.

● Training: Each sample is to 
play one character 𝑐 in one 
conversation, training LLMs 
on the 𝑐’s utterances.

COSER: Datasets, Methodologies and Evaluation towards Coordinating LLM-Based Persona Simulation for Established Roles. In ICML 2025
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GCA for Evaluation

COSER: Datasets, Methodologies and Evaluation towards Coordinating LLM-Based Persona Simulation for Established Roles. In ICML 2025

● Also, we use GCA for evaluation, comprising two stages: multi-agent 
simulation and penalty-based LLM judging.
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GCA for Evaluation

● The simulation reflects 
LLMs’ role-playing abilities 
in multi-character, multi-turn 
settings, surpassing 
previous single-turn 
evaluation.

● Simulation Phase: Similarly, the actor LLM play each character. An NSP 
model will decide the next speaker or end the conversation.

COSER: Datasets, Methodologies and Evaluation towards Coordinating LLM-Based Persona Simulation for Established Roles. In ICML 2025
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GCA for Evaluation

● Each flaw instance is scored from 
1 to 5, indicating its severity.

● Judgment Phase: Different from previous LLM-as-a-judge methods, our LLM 
critics: 1) apply penalty-based scoring by identifying role-playing flaws following 
detailed rubrics, and 2) leverage the original conversation 𝑀 as reference.

COSER: Datasets, Methodologies and Evaluation towards Coordinating LLM-Based Persona Simulation for Established Roles. In ICML 2025
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Multi-character Simulation

COSER: Datasets, 
Methodologies and Evaluation 

towards Coordinating LLM-
Based Persona Simulation for 

Established Roles. In ICML 
2025
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Rubrics for LLM Judges

COSER: Datasets, Methodologies and Evaluation towards Coordinating LLM-Based Persona Simulation for Established Roles. In ICML 2025
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Instances of Identified Flaws

COSER: Datasets, Methodologies and Evaluation towards Coordinating LLM-Based Persona Simulation for Established Roles. In ICML 2025
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Instances of Identified Flaws

COSER: Datasets, Methodologies and Evaluation towards Coordinating LLM-Based Persona Simulation for Established Roles. In ICML 2025
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Overall Evaluation Results

● We evaluate a wide 
spectrum of models.

● CoSER models show 
strong results.

● GPT-4o, Gemini, and 
Claude-3.5-Sonnet 
also excel. 

COSER: Datasets, Methodologies and Evaluation towards Coordinating LLM-Based Persona Simulation for Established Roles. In ICML 2025
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CoSER Dataset for Retrieval Augmentation

● Models consistently benefit from characters’ retrieved experiences and 
conversations, especially for CoSER 70B

● However, raw text retrieval barely enhances LLMs’ performance.

COSER: Datasets, Methodologies and Evaluation towards Coordinating LLM-Based Persona Simulation for Established Roles. In ICML 2025
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Evaluating CoSER Models on Existing Benchmarks

● CoSER models also show strong performance on existing benchmarks.

COSER: Datasets, Methodologies and Evaluation towards Coordinating LLM-Based Persona Simulation for Established Roles. In ICML 2025
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Ablation Study

● Enabling inner thoughts and providing motivations enhance RPLAs at test 
time.

● Inner thoughts also benefit LLMs’ role-playing training.

COSER: Datasets, Methodologies and Evaluation towards Coordinating LLM-Based Persona Simulation for Established Roles. In ICML 2025
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