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Current reinforcement learning (RL) for large language 
models (LLMs) is limited to a static training scheme:

● a fixed set of training prompts, pre-curated by human
● prompts are used without prioritization

[Background] 



We find an adaptive & evolving training scheme, that 
can significantly improve LLMs’ performance:

● new prompts are continually evolved and added to training
● prompts are prioritized based on RL reward signals 

[Summary] 



[Method Illustration] 



* The above is the implementation for epoch-level prompt evolving; see appendix for technical details in mini-batch-level prompt evolving. 

[Practical Algorithm] 



[Experiments: Main Results with RLHF Algorithms] 

eva can continually improve the performance for both
offline and online RLHF, without relying on human-crafted prompts.



[Experiments: Ablation Studies] 

1. weight design: our reward-advantage-based weight outperforms.

2. effect of evolving: evolving improves over active selection. 

3. scaling with reward models: the performance gain of 
eva improves with more accurate reward models.

4. auto-curriculum: eva synthesizes meaningful prompt curricula.



[Conclusion & Future Works] 

We advocate for adaptive & evolving RL training for LLMs.

In the near term, it may be meaningful to understand:

● What are other signals for “prompt usefulness” beyond rewards?

● How to improve eva with online replay buffer during RL training?
● How to extend eva to multi-step/round settings?
● …  



[Optional Remark: A Game-Theoretic Perspective] 

The solution to Evolving RLHF corresponds to the 
equilibrium of a two-player game.

● This motivates different designs for prompt weights.
● Please check Section 3 of our paper for more information.


