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Combinatorial Optimization

•  It is a subfield of mathematical optimization;
• The variables are discrete, and the decision space is finite;
• The number of feasible solutions increases exponentially;
• The optimal solution always exists but is hard to obtain in polynomial running time;
• It has important applications in many practical scenarios, such as logistics, supply chain 

management, production planning, facility location and layout, portfolio optimization, drug 
discovery telecommunications network design, and chip design.

[2] Bengio, Yoshua, Andrea Lodi, and Antoine Prouvost. "Machine learning for combinatorial optimization: a methodological tour d’horizon." European Journal of Operational 
Research 290.2 (2021): 405-421.

[1] Korte, Bernhard H., et al. Combinatorial optimization. Vol. 1. Heidelberg: Springer, 2011.

• non-differentiable

• non-enumerable

• often NP-hard
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Combinatorial Optimization

[2] Travelling salesman problem - Wikipedia, https://en.wikipedia.org/wiki/Travelling_salesman_problem

[1] Korte, Bernhard H., et al. Combinatorial optimization. Vol. 1. Heidelberg: Springer, 2011.

Travelling Salesman Problem (TSP):

It aims to find the shortest route that visits all the 
given n nodes exactly once and returns to the origin 
node. (NP-hard)

A TSP example (also called 
instance) with the optimal solution

Capacitated Vehicle Routing Problem (CVRP):
Vehicles have a limited carrying capacity for the 
goods that must be delivered. It aims to find the 
optimal set of routes for a fleet of vehicles in order 
to deliver to a given set of customers with the 
lowest cost (e.g., length). (NP-hard)

A CVRP example (also called instance) 
with the optimal solution
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Solving Combinatorial Optimization
Exact Algorithms:

A TSP example (also called 
instance) with the optimal solution

Optimal but
Super time-sonsuming

Approximation Algorithms (Heuristics):
• Christofides Algorithm: 
• Greedy Algorithm: 
• Evolutionary Algorithm:
• Ant Colony Optimization (ACO):

Efficient but
Need manpower to design
parameters and workflows

Neural Combinatorial Optimization (NCO):
• Learning to Construct (L2C): 

Using NNs to construct solutions from scratch
• Learning to Improve (L2I):

Using NNs to iteratively improve feasible solutions

Super-Efficient but
Performs bad especially on Out-
of-domain problems and instances

[1] Bengio, Yoshua, Andrea Lodi, and Antoine Prouvost. "Machine learning for combinatorial optimization: a methodological tour d’horizon." European Journal of Operational 
Research 290.2 (2021): 405-421.

• Brute-force search: �(�! )
• Dynamic programming: �(�22�)
• Branch and Bound: �(2�)
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LLM for Combinatorial Optimization

A TSP example (also called 
instance) with the optimal solution

Directly using LLM to plan [1]:
• Input node coordinates to LLMs
• Let the LLM to plan solutions and gradually 

update the solutions.

LLM-based Automatic Heuristic Design [2]:

[1] Yang, C., Wang, X., Lu, Y., Liu, H., Le, Q. V., Zhou, D., and Chen, X. Large language models as optimizers, 2024. URL https://arxiv.org/abs/2309.03409.
[2] Liu, F., Tong, X., Yuan, M., and Zhang, Q. Algorithm evolution using large language model. arXiv preprint arXiv:2311.15249, 2023, ICML2024.

Approximation Algorithms (Heuristics):
• Christofides Algorithm: 
• Greedy Algorithm: 
• Evolutionary Algorithm:
• Ant Colony Optimization (ACO):

• Select a heuristic shown in the page before and using LLMs to initallize 
gradually update the heuristics, taking the original ones as the starting nodes.

Efficient but
Need manpower to design
parameters and workflows
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LLM for Combinatorial Optimization
LLM-based Automatic Heuristic Design [2]:

[1] Yang, C., Wang, X., Lu, Y., Liu, H., Le, Q. V., Zhou, D., and Chen, X. Large language models as optimizers, 2024. URL https://arxiv.org/abs/2309.03409.
[2] Liu, F., Tong, X., Yuan, M., and Zhang, Q. Algorithm evolution using large language model. arXiv preprint arXiv:2311.15249, 2023, ICML2024.

• Select a heuristic shown in the page before and using LLMs to initallize 
greadually update the heuristics, taking the original ones as the starting nodes.

Descriptions
for task
and heuristic 
framework

....

Design greedy heuristics for solving a TSP instance

heuristic 
details

Solution and 
FeedbackCode implementation 

of the key function

LLM-based AHD can be applied to any problem and heursitic.
It can also generate powerful heuristics using the pre-trained knolwedge in LLMs.
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LLM for Combinatorial Optimization
LLM-based Automatic Heuristic Design [2]:

[1] Liu, F., Tong, X., Yuan, M., and Zhang, Q. Algorithm evolution using large language model. arXiv preprint arXiv:2311.15249, 2023, ICML2024.

• Select a heuristic shown in the page before and using LLMs to initallize 
greadually update the heuristics, taking the original ones as the starting nodes.

EoH [1] Designs to maintain a population of code and its correspoing designing 
idea for heurisitc evolution.
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Our Method: MCTS-AHD
Motivation

[1] Liu, F., Tong, X., Yuan, M., and Zhang, Q. Algorithm evolution using large language model. arXiv preprint arXiv:2311.15249, 2023, ICML2024.
[2] Romera-Paredes, B., Barekatain, M., Novikov, A., Balog, M., Kumar, M. P., Dupont, E., Ruiz, F. J., Ellenberg, J. S., Wang, P., Fawzi, O., et al. Mathematical discoveries from program search with large 
language models. Nature, 625 (7995):468–475, 2024.
[3] Ye, H., Wang, J., Cao, Z., Berto, F., Hua, C., Kim, H., Park, J., and Song, G. Reevo: Large language models as hyper-heuristics with reflective evolution. arXiv preprint arXiv:2402.01145, 2024a.

All the existing methods like EoH [1], Funsearch [2] and ReEvo [3] adopt a 
population-based method. 

Population-based methods will make fast convergence but these methods are 
difficult in comprehensive exploration in the space of all possible heuristics.

This paper propose to use MCTS as a better structure for heuristic evolution.
MCTS enable multi-step heuristic evolution for comprehensive exploration.
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Our Method: MCTS-AHD
How is the MCTS process of MCTS-AHD?

Selection, Expanion, Simulation, and Backpropagation are general steps for MCTS.

Selection is based on the UCT function.     Expansion in MCTS-AHD is done by 
LLMs. It involves several prompt strategies:

i1, e1, e2, m1, m2, s1.
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Our Method: MCTS-AHD
How is the MCTS process of MCTS-AHD?

Simulation assess the performance of 
leaves.     

Backpropagation updates the Q and N value 
of nodes by:
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Our Method: MCTS-AHD
How is the MCTS process of MCTS-AHD?

We also involve Progressive Widening, to 
cope with the dynamic development of the 
heuristic space.

Codition:

We design Exploration-Decay to improve the 
convergence of heuristic evaluation in the final 
steps.
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Our Method: MCTS-AHD
How does MCTS-AHD make node expansion?

[1] Liu, F., Tong, X., Yuan, M., and Zhang, Q. Algorithm evolution using large language model. arXiv preprint arXiv:2311.15249, 2023, ICML2024.

Adopted from [1] where LLM are used to simulate crossover and mutation with several 
prompt strategies. 
We design six prompt strategies for LLM-based heuristic modification.
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Experiment & Discussion
Experiment
To show the effectiveness and the wide application of MCTS-AHD, we condsider 16 
heuristic evolution senarios.
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Experiment & Discussion
Experiment
To show the effectiveness and the wide application of MCTS-AHD, we condsider 16 
heuristic evolution senarios.

And a mountain_car optimization problem.
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Experiment & Discussion
Experiment Results
MCTS-AHD can get significantly better results on nearly all of these senarios.
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Experiment & Discussion
Experiment Results
MCTS-AHD can get significantly better results on nearly all of these senarios.

CAF: Cost-Aware Acquisition Function
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Experiment & Discussion
Experiment Results
Evaluation curves show that MCTS-AHD can promote comprehensive exploration without 
losing convergence speed.
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Experiment & Discussion
What is the advantage scope of MCTS-AHD, compared to existing 
population-based methods

• The relation between performance and the complexity of heuristic space.

Any heuristic function can be expressed in the weighted-sum form of sub-functions as follows:

MCTS-AHD performs better in application scenarios with more complex heuristic spaces.
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Experiment & Discussion
What is the advantage scope of MCTS-AHD, compared to existing 
population-based methods

• The relation between performance and the amount of descriptions.

ReEvo propose to consider black-box optimization problems in LLM-based AHD.

MCTS-AHD performs better in application scenarios with more descriptions.
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