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Large Foundation Models



Large Foundation Models

● Remarkable performance

● Reasoning & Perception (high-level)
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● Moravec’s paradox (Tasks that are easy 
to humans could be difficult to machines 
and vice versa)

● OOD / in-the-wild Generalization
● Hallucinations 

BlindTest (Rahmanzadehgervi et al., 2024) Visual hallucination (Li et al., 2023)

MLLM in-the-wild (Zhang et al., 2025)

Pitfalls of Large Foundation Models



● Formal vs. Functional Linguistic Competence (Mahowald et al., 2024):

○ LLMs excel in generating fluent language (formal)

○ But may lack real-world understanding (functional) 

● 🦜?

Why?



What about humans? – the human path

Innateness

● Plato’s Meno: everything we know is innate
● Leibniz: something in the mind must be innate, if it is only the mechanisms 

that do the learning (Pinker, 2002)
● Stage Theories of Cognitive Development (Piaget, 1976)

Core-knowledge hypothesis



● Children develops along distinct stages of conceptualizing the world, each stage is 

marked by previously inaccessible abilities

● Early, simpler abilities serve as the basis for later, complex abilities (“grounding”)

Growing up



● Classifying taxonomy (grounded in cog-sci literature)
● 1500+ samples plus 200 + MLLMs

Core-knowledge in MLLMs



Core knowledge deficits



Scalability: performance on an ability improvement 
as model grows (slope of linear fitting)

High-level abilities in general shows much higher 
scalability.

Scalability



Core-knowledge is predictive of higher-level abilities



Core-knowledge is predictive of higher-level abilities



1. Alignment with human (             ) 
within high level abilities

2. Three Sensorimotor abilities 
(Permanence, Spatiality, and Continuity) 
exhibit weak correlations with most 
higher-stage abilities

3. Three concrete operational abilities 
(Perspective, Conservation, and Intuitive 
Physics) also show weak cross-stage 
correlations

Dependency of core-abilities
Human: high correlation within and 
across stages 



Do MLLMs genuinely has core-knowledge? ⇒ A Controlled experiment



● Paradigm agnostic
○ Core knowledge may function as “developmental start-up software” (Lake, 2017) 
○ Shared Prerequisite (e.g. computational/representational power) across 

intelligence

● Human Path
○ Inspiration from human
○ Alignment with human intelligence

But why is it important?



● Misalignment from human (not a good sign)
○ Lack of core-knowledge

○ performance on high-level abilities does not correlate with the corresponding low-level abilities 

that ground them in humans.

● ⇒ shortcut ? parrot?

● (current) Scaling fails (at least not human-aligned) 

● Do we need human aligned?

Main take-away (What does it imply?)



● Scaling ⇒ core-abilities 
○ Objective? 
○ Data?
○ Architecture?

● shared prerequisite + “developmental start-up software” (Lake, 2017) 
○ Learn core-knowledge first then pre-training

○ MoE to counterfact catastrophic forgetting

● More analysis
○ Causal instead of correlation for dependency

○ Training as causal Intervention

○ System-2 results (compared to system-1 counterpart)

○ …etc

Future



● Do AI need to be human-aligned?
○ Inspiration? Standard for AGI?

● ⇒ Argument: core-knowledge as shared prerequisite for all intelligence!

● Shortcut? Stochastic parrot?
○ In low-level core-abilities (at least)

● Distributed representation
○ Pre-training learn core-knowledge

○ But hard to retrieve due to distributiveness

○ System-2 thinking? RL?

Discussion
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