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Motivation

l Security risks of AIGC
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Innovation
1. Existing attack methods only cause image distortion and fail to achieve identity erasure.
2. We identify that larger VAE variance enables stronger semantic erasure.



Method
l Gradient Consistency Theory: A framework of alignment between perturbation and variance growth.

1. Laplace Loss (LA)

2. Lagrange Entropy Loss (LE)

Figure1. Variance Growth of Latent Codes Within 100 Optimization Steps

• Locally optimal updates
• Gradient-aligned

• Ample optimization space
• Stable optimization



Experiments
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Figure2. Comparison of various adversarial attacks in disrupting personalized image generation with DreamBooth



Experiments

l ISM：   Identity Similarity Between Reference and Generated Images
l FDFR：Face Detection Failure Rate

l Brisque：  Image Natural Quality
l LPIPS：    Image Perceptual Quality



Experiments
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Experiments

l Speed: Over 30× faster than existing SOTA 
methods

l Memory Usage: Requires less than 4.5 GB of 
GPU memory

l Our method still surpasses SOTA methods 
even when the per turbat ion budget  i s 
tightened to 8/255. 
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Experiments
WikiArt ControlNet-based Image Editing


