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• LLMs exhibit great reasoning ability via decoding (CoT).

Motivations
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• LLMs struggle with conducting
faithful reasoning due to issues of 
lack of knowledge and
hallucination.

Motivations

Examples of different reasoning errors and a
faithful reasoning grounded by KG.

Nguyen, M. V., Luo, L., Shiri, F., Phung, D., Li, Y. F., Vu, T. T., & 
Haffari, Direct Evaluation of Chain-of-Thought in Multi-hop 
Reasoning with Knowledge Graphs, ACL Findings 2024



• The correct final answer may not result from the faithful reasoning of
LLMs.

Motivations

Nguyen, M. V., Luo, L., Shiri, F., Phung, D., Li, Y. F., Vu, T. T., & Haffari,  Direct Evaluation of Chain-of-Thought in Multi-hop 
Reasoning with Knowledge Graphs, ACL Findings 2024

There is a gap between answer accuracy and reasoning faithfulness.



• Knowledge graphs (KGs) can be used to enhance the reasoning of LLMs. 
• KGs provide factual knowledge.

• KGs provide structure guidance for reasoning (reasoning paths) to reduce
hallucinations.

Motivations

LUO, L., Li, Y. F., Haf, R., & Pan, S. Reasoning on Graphs: Faithful and Interpretable Large Language Model Reasoning. ICLR 2024



• Existing KG-enhanced LLM reasoning follows the retrieval-based and
agent-based frameworks

Motivations

Retrieval-based methods: retrieve-than-reasoning. 
• Need additional retrievers.
• Design a retriever considering graph structure is 

challenging.

Agent-based methods: LLM search on graphs. 
• Resource consuming (API calls)
• High-latency (time)



• Findings: Existing methods (RoG) still cannot
100% ensure the faithful reasoning of LLMs.

• Reason: There are no constrains on the 
reasoning path generation. LLMs can generate 
paths that do not exist in the KGs.

• Solution: we introduce graph-constrained 
reasoning (GCR) to eliminate hallucinations and 
ensure accurate reasoning.

Motivations

Reasoning Errors in RoG1

Luo Linhao, Li Yuan-Fang, Haffari Gholamreza, Pan Shirui, Reasoning on Graphs: Faithful and Interpretable Large Language Model Reasoning, ICLR 2024



• Graph-constrained Reasoning (GCR):
• Incorporates KGs into the decoding process of LLMs to achieve faithful reasoning

(decoding on graphs)

From Chain-of-Thought (CoT) to Graph-constrained Reasoning (GCR)

Q: Who is the spouse of the 
ex-president of USA?

LLM reasoning Graph Reasoning Graph-constrained Reasoning



Graph-constrained Reasoning (GCR)



• We convert KGs into KG-Tries to facilitate efficient reasoning on KGs.
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KG-Trie Construction

Path sampling
(e.g., BFS)

BOS

USAKnowledge Graph Prefix
tree (KG-Trie)
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Trump
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Formatted path strings

USA -> Founded_in -> 1778
USA -> Capital -> Washington D.C.
USA-> Ex-president -> Barack Obama -> Spouse_of -> Michelle Obama
….



• We adopt KG-Trie as constraints to guide the decoding process of 
LLMs and only generate reasoning paths that are valid in KGs.

Graph-constrained decoding

Constant time complexity: 𝑶(|𝓦𝒛|)



• We finetune a lightweight KG-specialized LLMs (0.5B-7B) on the 
graph-constrained decoding task.

Graph-constrained decoding



• The graph‐constrained decoding can be paired with beam‐search LLM 
generation to explore K reasoning paths in a single LLM call, which are 
then input into a powerful general LLM (e.g., ChatGPT) to derive final 
answers.

Graph Inductive Reasoning



Results

KGQA Performance

Efficiency and performance comparison

• GCR achieves state-of-the-art performance
• GCR balances well between efficiency and effectiveness.



Results

Different general LLMs

Different KG-specialized LLMs

• Lightweight LLMs after fine-tuning enable strong graph reasoning ability.
• Larger LLMs are better in both graph-constrained decoding and inductive reasoning.



Results

Faithful LLM reasoning with graph-constrained decoding

• Graph-constrained decoding can reduce the reasoning complexity and reach better performance in
generating meaningful reasoning paths.

• Graph-constrained decoding can eliminate the hallucination in reasoning.
• The correct final answer may not result from faithful reasoning of LLMs.



Results

Zero-shot generalizability of GCR (Accuracy)

• Commonsense question answering (CSQA)
• KG: Commonsense knowledge graphs

• Medical Question Answering (MedQA)
• KG: Medical knowledge graphs

• GCR performs well with commonsense KGs due to the inclusion of commonsense 
knowledge in LLMs.

• GCR get limited improvement in domain-specific KGs like medical KGs, which might require
further finetuning.



Monash University
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Thanks for your listening!
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