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Segment Anything Model (SAM)

[1] Kirillov, A. et al. Segment anything.
In Proceedings of the International Conference
on Computer Vision (ICCV), 2023.
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Uncertainty Quantification in SAM

Uncertainty: 

The likelihood, that a prediction is wrong.

Timo Kaiser, UncertainSAM: Fast and Efficient Uncertainty Quantification of the Segment Anything Model



4

Uncertainty Quantification in SAM

Uncertainty: 

The likelihood, that a prediction is wrong.

What is “right” or “wrong” in Segmentation?

Intersection over Union
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𝐺𝑇 ∩ 𝑃𝑟

𝐺𝑇 ∪ 𝑃𝑟
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Uncertainty Quantification in SAM

Uncertainty: 

The likelihood, that a prediction is wrong.

What is “right” or “wrong” in Segmentation?

Intersection over Union

Where does the Uncertainty stem from?
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𝐺𝑇 ∩ 𝑃𝑟

𝐺𝑇 ∪ 𝑃𝑟

Model Bad Prompt Unknown Task

„The Person“
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UncertainSAM
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UncertainSAM

[1] Kirillov, A. et al. Segment anything.
In Proceedings of the International Conference
on Computer Vision (ICCV), 2023.
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Results & Insights
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Model uncertainty quantification. Area under curve (AUC)
when predicting a variable fraction of the most uncertain
samples with the Large model, others with the tiny one.

Task uncertainty quantification. Area under curve (AUC)
when predicting a variable fraction of the most uncertain
samples with the correct task, otherwise with the one
selected by the SamScore.

Prompt uncertainty quantification. Area under curve
(AUC) when predicting a variable fraction of the most
uncertain samples with a refined prompt containing
multiple point coordinates, others with a single-coordinate
prompt.
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Results & Insights
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Runtime of SAM with and without UQ methods on a regular image performed
on a NVIDIA RTX3050 Ti.

Token ablation. The UQ performance of USAM when removing mask
or IoU tokens from the MLP input on the COCO dataset, measured in
relative AUC as in the main experiments.
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Samples
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Δ𝑋𝑃
∗ : Estimated Prompt Gap       Δ𝐴

∗ : Estimated Task Gap      ΔΘ
∗ : Estimated Model Gap
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Questions and discussion are welcome! During the Poster Session or at

kaiser@tnt.uni-hannover.de or +49 511-762-19504
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