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Introduction

Limitation of Existing Time-Series Forecasting Models
● Deep-learning models have boosted time-series forecasting accuracy, yet they still 

struggle with complex, non-stationary and rare patterns.

● Memorizing every possible pattern in model weights is inefficient and risks 
overfitting.

Our Approach
● We introduce a lightweight retrieval module to externalize pattern knowledge, 

relieving the learning burden of the estimator.
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Retrieval Module Architecture

● With given input, slide a window over the full history (training dataset).
○ Store the window as key and its immediate future as value.

● Keep the top-m similar keys, convert similarity scores to weights.

● Return weighted sum of their value patches as retrieved results.
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Main Model: RAFT

Extension with multi-periodicity
● Downsample input series with periods {1, 2, 4} to capture short- and long-term structure; 

independent retrieval path for each view.

● Project each period’s retrieved vector into a common space, sum across periods, then 
concatenate with raw input features.
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Highlighted Results

● Across 10 public benchmarks (ETT × 4, Electricity, Exchange, Illness, Solar, Traffic, 
Weather), RAFT attains an 86% average win ratio over nine state-of-the-art baselines.

● Plugging the same retrieval module into Transformer architecture (e.g., AutoFormer) 
yields consistent gains (e.g., ETTh1 0.496 → 0.471 MSE).
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Discussion #1

● Retrieval quality matters in forecasting performance.
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Discussion #2

● Retrieval is more helpful when patterns are rare and temporally less correlated
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Summary

● RAFT introduces retrieval into time-series forecasting, externalizing pattern knowledge 
and reducing the model’s learning burden.

● RAFT consistently outperforms existing baselines across 10 public benchmarks.

● Analysis shows that retrieval quality correlates with performance gain, and retrieval 
is especially effective when patterns are rare and temporally uncorrelated.

Takeaway: Adopting retrieval improves the performance of time-series forecasting.
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