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With feedback, Optimism Leads to Efficient Exploration
Core Problem: Can we use optimism in the absence of feedback?

I've tried LEFT 
many times, but 
it seems I will 
never observe 
its outcome?!

(a)

The outcome 
could be a 
snake! I will not 
try LEFT 
anymore!

(b)

Maybe LEFT’s 
outcome is not a 
snake, but I will 
never know. 
Better safe than 
sorry!

(c)

Without feedback, pessimism leads to worst-case Guarantee 



Monitored Markov Decision Processes (Mon-MDPs)
A framework where the reward can be unobservable
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• The monitor is another MDP in addition to the environment 

• The goal is to maximize the joint reward  

• But the agent observes  instead of the true environment reward  

• For some state-action (NaN) at all times ! 
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[“Monitored Markov Decision Processes”, AAMAS 2024]



Monitored Model-Based Interval Estimation with Exploration Bonus

• Innovation 1: Extending MBIE-EB to Mon-MDPs 

• Innovation 2: Pessimism instead of the optimism 

 

• Innovation 3: Explore to observe rewards 
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