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Motivation

- When studying for assignments, kids have textbooks open in front of them.

« The textbooks in context benefit their internalization of knowledge, but
they usually do not verbatim memorize the textbooks.




Motivation

» Does similar behavior exist for the training of LLMs?




To what extent can LLM training benefit
from in-context information with
no gradients computed on them?




Context-Enhanced Learning (CEL)

Question Answer

Vanilla SFT



Context-Enhanced Learning (CEL)

Question Answer

Vanilla SFT

Additional
Helpful Info

No loss computed on
additional helpful context

The additional helpful context is only presented in training
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Context-Enhanced Learning (CEL)

« Examples of helpful context:

Question Answer « Few-shot examples!
Vanilla SFT . . . . » URLs of the source?
Additional - Thought-provoking guidance?
Helpful Info

cer [ I I B

No loss computed on « The helpful context can depend

additional helpful context on the input and training step -
INn-context curriculum

1 Liao, Huanxuan, et al. "SKlintern: Internalizing Symbolic Knowledge for Distilling Better CoT Capabilities into Small Language Models."
2Gao, Tianyu, et al. "Metadata Conditioning Accelerates Language Model Pre-training.
3 Choi, Younwoo, et al. "Teaching LLMs How to Learn with Contextual Fine-Tuning."
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Main Results

1.  CEL (Context-enhanced learning) can be

exponentially more sample efficient vs.
vanilla SFT

2. Model requires certain ICL capability to
benefit from CEL



Synthetic Testbed: Multi-Layer Translation (MLT)

. d + 1 alphabets / languages

Alphabet 1 Alphabet 2 Alphabet 3
A, B, C.. a, b, cC. o, B, Y..




Synthetic Testbed: Multi-Layer Translation (MLT)

. d + 1 alphabets / languages

. d phrasebooks to translate between 2-tuples in consecutive alphabets

~ ™ ~ ™ ~ ™
Alphabet 1 ' Alphabet 2 ' Alphabet 3
A, B, C.. a, b, cC. o, B, Y..
- y, - Y, _ Y,
Phrasebook 7[1 Phrasebook ][2

FG - at HA—)CJC fg—>66 C@—)C}J_
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Multi-Layer Translation (MLT)

A | B | C D | B | F H

- // // // /// // (4 Circular Shift

B | C | D LB G A Phrasebook 7,
FG —> af HA — gC

e | bl h| d|al|t C

/ // // ///// // /4 Circular Shift

ol hi d|a t g e Phrasebook 7,
bh - YB da — o1
fg — @6 ce — Z_’p_

vV | B loa | o] 6 |0 ol
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Sd+1 =f7td ofO ofyrd_l of() O °°°

A | B | C D | B | F

/ // // // ///// / Circular Shift

B3 | C | D| E I F | G Phrasebook 7
FG —> af HA — gC

e | bl h|  d|la]|t

/ // // ///// // e Circular Shift

e n d d t g Phrasebook 7,
bh - YB da — oI
fg — @6 ce — CU_
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Multi-Layer Translation (MLT)

- Task: Fix d phrasebooks (z{, 75, ..., ;), learn the translation process defined
by the phrasebooks via (input, output) pairs without intermediate steps.

A/B/C/DIE|F|GC H| = |v Bl la/ o|6|d|C|u

Prompt: Your are translating a sequence from language 1
SET  tolanguage 3. The inputinlanguage1is “ABCDEF G H".

Answer: The output in language 3is“yBamnB6 o "
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Learning MLT from Input-Output is Provably Hard

. The family of d-depth MLT has SQ-dimension e** D ynder uniformly random inputs.

Q(d)

- Vanilla SFT (without intermediate steps) require ¢ samples.

Prompt: Your are translating a sequence from language 1
SET  tolanguage 3. The inputinlanguage1is “ABCDEF G H".

J Answer: The output in language 3is“yBamn6 déC u”
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Context-Enhanced Learning for MLT

Prompt: Your are translating a sequence from language 1 to
language 3.

Use phrasebook1:BC +eb,FG—-af DE—-hd, HA—-gc
and phrasebook2:bh - yB,fg—/006,da—amce— L.

The input in language 1is “/ABCDEF GH".

CEL

8

Answer: The output in language 3is“yBamo "

Two-stage training:
- Stage 1: Teach the model how to read phrasebook rules in context.
- Stage 2: Provide useful phrasebooks in context and apply random dropout.

15



Sample Efficiency of CEL on Learning MLT

« Experiment on Llama 3.2 3B, d =5, with 8 or 10 characters per alphabet.

©— No Context (baseline) ~+— Fixed Dropout (20%)
d=5, n=8 d=>, n=10
1.00 - . —_ } s B
> |
92 0.75 - ®
o C . N
S = 0.50 - Iy - 7
£50 10x less samples (
it
1 § 0.25 - y
= I W E— y - — & Do { @ m—t8 a2 a o ]
® Random Guess ® hd RanedomeGues?
O.OO-II E— E— - I ————rrrr]
104 10° 10° 107 10° 10°
Number of Samples |Dp-| Number of Samples |Dp-+|
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Sample Efficiency of CEL on Learning MLT

« Experiment on Llama 3.2 3B, d =5, with 8 or 10 characters per vocab.

Test Accuracy
(without context)

©— No Context (baseline) No Dropout (ablation)
Fixed Dropout Wrong Context (ablation)
#— Annealing Dropout <— No ICL (ablation)
d=5, n=8 d=5, n=10
1.00 A F—k——i—8 - = *
0.75 A D -
0.50 A . V4
0.25 A .
.&_—-*—————-—-—%-—-—-—%n—.—r@....).. ‘

O_OO | RandOm GueSS B Raﬁdlom uess

104

10° 106 10% 10° 10°
Number of Samples |Dp-| Number of Samples |Dp-|
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Better dropout
curriculum leads for
even faster learning.

Dropout is required
during training.

ICL capability is
required before
training.



Sample Complexity Separation for Toy Model

Lower Bound: SFT

There exists an d-step MLT instance such that any gradient-
based training algorithm with uniformly random input-output

Q(d)

pairs requires at least ¢ gradient updates.

Upper Bound: CEL

There exists an layer-wise search algorithm®*, accompanied with a
dropout curriculum on the context information, that can perfectly
learn any d-step MLT task with O(d log d) samples.

* Layer-wise GD results provable for d = 2, full parameter GD results empirically verified.
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Stop by our poster session @
11:00AM - 1:30PM, July 15!

We thank Yun Cheng, Simon Park, Tianyu Gao, Yihe Dong, Zixuan Wang,
Haoyu Zhao, and Bingbin Liu for discussions, suggestions, and proof-
reading at various stages of the work.
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