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Biological Plausible Algorithms
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Three Criteria

C1. Asymmetry of Forward and Backward Weights

Backward weight should not be �T

C2. Local Error Representation

Adjust solely on local information, without relying on a global error signal

C3. Non-two-stage Training

No separate forward (inference) and backward (updating) phases
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Overview
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Training MLPs/CNNs

Total Loss：

Init

Direction of adjustment:
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Training MLPs/CNNs

Replacement

When local convergence, we have

Therefore
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Training MLPs/CNNs

Update
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Algorithm
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Training RNNs

RNNs: generate outputs every time step.

Init

Error of hidden states

Error of outputs

Total Loss
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Training RNNs

Direction of adjustment

Replacement
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Training RNNs

When local convergence, we have

Update
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Training RNNs

Update

For more details, please refer to Appendix B.
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Image Recognition

variants
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Sequential Tasks

We train RNNs with DLL for two sequential tasks:
1. Text-character prediction
2. Time-series forecasting task

We train TextCNNs with DLL for text classification tasks:
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Analysis

1. Ablations on backward weights 2. Time Consumption and Memory Usage

3. Sensitivity of sequence length and lr
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THANKS!
Contact Us:

czlv24@m.fudan.edu.cn
zhengxq@fudan.edu.cn

Code is available at:
https://github.com/Lvchangze/Dendritic-Localized-Learning


