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Backgrounds and Research Questions

- Graph Neural Networks (GNNs) have many key applications but are vulnerable to
malicious model extraction

- Research-driven acquisition of GNN functionality has high potential
- How to depict structural dependency between nodes in the graph?

- How to overcome budget and query batch size constraints?
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Introduction to CEGA, A GNN Extraction Strategy

- CEGA: Cost-Effective Graph Acquisition

- CEGA incorporates historical information from the initial and previous queries to
guide further node selection for querying

- CEGA integrates three key criteria:

- Nodes' representativeness to the graph structure
- Nodes' uncertainty on classification based on interim model

- CEGA dynamically weighs each criterion, as uncertainty and are

progressively emphasized in later cycles, resonating with the improved performance
of the interim model trained with more queries
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Contribution to MEA and Acquisition in Research

- CEGA shows that high-fidelity extraction on graph models is feasible, even under
stringent query budget constraints

- CEGA alerts the maintainers of proprietary GNNs against MEA and inspires the
development of more robust defense mechanisms

- CEGA highlights the potential for ethical, resource-efficient GNN extraction to
support researchers with a limited budget
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Experiment Results of CEGA

- CEGA consistently outperforms state-of-the-art active learning (AL) techniques
across a wide range of datasets, particularly in terms of fidelity to the model
targeted for extraction
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Figure 1. The trajectory of test accuracy, fidelity, and F1 score on different datasets using 2C' to 20C queried nodes. The performance
trajectory of CEGA is bolded in green, showing significant superiority over the alternatives across different number of queried nodes.
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Ablation Study for CEGA and Future Plans

- Ablation studies demonstrate that representativeness and uncertainty are essential for
performance, while controls the variance across tests

- Theoretical analysis shows that the time and space complexity of CEGA’s node
selection strategy has a lower order than that of training the interim model

CEGA No Cen No UnC No Div
CoCS 934+0.6 93.2+02 919405 934+0.6
CoP 958 +0.5 949+04 902433 957405
AmzC 908 +04 90.0+12 87.1+22 90.7+0.7
AmzP 953+05 95.1+£03 93.7+09 953407
CoraFull 7794+09 753+06 749+09 783+1.1
DBLP 785+09 742+24 651455 78.6+14

- Future Directions of Research:

Extend CEGA from a transductive setting to an inductive setting
Leverage edge information in training interim models
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