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研究工作的创新性构思

Flat minimum value has better 
generalization ability The FedSWA algorithm is superior to 

FedSAM and flatter

In order to improve the generalization ability of federated learning in data heterogeneity scenarios, 
the FedSWA algorithm is proposed based on the SWA optimizer. Compared with the FedSAM 
proposed by ICML2023, our algorithm is more inclined to find the global flat minimum value.

Improving Generalization in Federated Learning with Highly Heterogeneous
Data via Momentum-Based Stochastic Controlled Weight Averaging  (ICML’2025)
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SWA is inspired by a practical observation: at the end of each learning rate cycle, the 
model often reaches a local minimum near the edge of the loss surface, where the loss is 
relatively low. By averaging several of these points, we can likely obtain a more general 
and even lower-loss solution.
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Theoretical Results: We analyze the generalization ability and convergence rate of 
the FedSAM algorithm from ICML and our proposed FedSWA algorithm using 
uniform stability theory. The results show that the proposed FedSWA algorithm 
outperforms FedSAM.
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Improved accuracy by 6.3% on the CIFAR100 dataset. Improved accuracy by 1.8% 
on the ImageNet dataset.
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Through the visualization of 
model loss landscapes, it 
can also be observed that 
our algorithm has flatter 
loss landscapes and lower 
loss values.
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