
Preference Optimization for Combinatorial Optimization Problems

Ø Diminishing learning signals: As the policy improves, the magnitude of 
advantage value decreases significantly. Since RL rely on these numerical 
signals to drive learning, the reduction in their scale leads to vanishing 
gradients and slow convergence.

Ø Unconstrained action spaces: The vast combinatorial action spaces 
complicate efficient exploration, rendering exploration techniques like 
entropy regularization of trajectories computationally infeasible.

    Computationally infeasible

Ø Additional inference time:  While neural solvers are efficient in 
inference, many works adopt techniques like local search as a post-
processing step to further improve generated solutions, but incurs 
additional inference costs.

TL;DR:We theoretically transform numerical rewards in RL4CO 
into pairwise preference signals and integrate local search during 
fine-tuning, empirically enabling faster convergence and higher-
quality solutions for COPs like TSP, CVRP, and scheduling.
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Ø COPs are fundamental to practical applications like routing, circuit design, 
scheduling, and bioinformatics, but their NP-hard complexity prevents exact 
solution computation.

Ø Neural solvers provide efficient near-optimal solutions for large-scale COPs 
through two main approaches: Supervised Learning (SL) and Reinforcement 
Learning (RL).

Ø SL approaches require high-quality solution datasets for training.
Ø We focus on RL, which enables neural solvers to improve via trial-and-error 

without requiring pre-collected solutions.
Algorithmic Framework

Decreases significantly

Ø Starting from max-entropy RL

Ø Closed form of � and re-parameterized 
the reward function �

Ø Preference-based RL Modeling

Ø Training Objectives

Ø Comparison with Existing Algorithms on Standard Benchmarks
l Efficiency on convergence

l Performance

Ø How Effectively does PO Balance Exploitation and Exploration?

ØDistinction from RLHF
Our work distinguishes itself from preference optimization methods in RLHF 
especially for LLMs in a critical dimension. While RLHF typically relies on 
subjective, offline human-annotated datasets, our Preference Optimization 
framework for COPs employs an active, online learning strategy grounded in 
objective metrics (e.g., route length) to identify and prioritize superior solutions.


