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Background Method Ex pe r i me nt

Federated Learning (FL)——Distributed machine learning architecture

• Federated learning is a decentralized machine learning model that uses multiple devices to train a

global model collaboratively, and sensitive data is stored only on the clients local device to protect data

privacy.

Backdoor attacks in federated learning

• In federated learning, multiple clients train the model collaboratively, but because data and training are

performed locally, it is difficult to monitor the behavior of each client.

• Malicious clients may inject triggers and tamper with tags in local data to generate updates with

backdoors. When these updates are aggregated into the global model, the model will output the

attackers preset error results under specific inputs (including triggers).

• Multiple attackers may also act in concert to pollute the global model, which is highly hidden and

harmful.



Defense against backdoor attacks in

federated learning
• The existing defense methods can be divided into  

server side defense and client side defense
• These methods are mainly based on the following

three ideas:

Individual behavior
Passive Purification

Rely on Individual distance   
Statistical analysis  
Target optimization

The existing methods have the following problems：it is difficult to identify the cooperative behavior
between malicious clients; it is easy to misjudge or fail when the proportion of attackers is unknown; it
has strong reliance on proxy assistance...
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In FL, the direction of model parameter update of malicious clients is significantly different from that 
of benign clients. By calculating the marginal difference  (margin contribution) of clients 
contributions to the marginal coalition model (aggregation of all clients except specific client), 
attackers can be identified to improve the robustness of the system.

Solution——SPMC
 Server-side Aggregation

• Quantify the difference between local and marginal coalition model parameters

• There is no need to pre-set the size

 Client gradient optimization

• Ensure that the local gradient is in a benign direction

• No proxy data is required to achieve self-purification
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 Overall framework: self-purification marginal 
contribution (SPMC)

SPMC consists of two core components:
①The "marginal contribution aggregation" on the server side and ②the "gradient
direction self-purification" on the client side

Marginal contribution
aggregation

In the aggregation phase, the server 
assigns the corresponding 
aggregation weight according to the 
marginal contribution of each 
participant

Gradient direction self-
purification:

During the local training phase, the 
client checks and corrects the local 
gradient direction



 Server side: Aggregation based on marginal contribution
Calculate the aggregation weight to reduce the impact of malicious clients, and do not need to know the 
proportion of attackers in advance.

• After each client uploads the local model, the server calculates the cosine similarity between it 
and the global model

• The "marginal contribution score" is calculated based on the similarity value
• During aggregation, the high contribution model is given a higher weight, and the deviation 

model is reduced or eliminated
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 Client-side：Alignment of gradient direction

• During local training on each client, the gradient direction is detected
• If the gradient direction deviates significantly from the update direction of the marginal model, 

perform the "projection" operation
• Update the parameters after projection

Gradient direction alignment:其他情况：进行投影调整

The global model is used to guide the direction of local training, and the problem that the local gradient 
direction will "deviate" when solving malicious samples is solved
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 Outcome assessment

• In the case of a high 
proportion of malicious 
clients, SPMC can 
effectively improve the 
accuracy and reduce the 
failure rate of backdoor 
attacks, showing stronger 
robustness.

• Compared to the traditional 
defense method that relies on 
predefined rules, SPMC can 
flexibly respond to different 
malicious client attacks.
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 Outcome assessment
• Under different malicious ratios, SPMC converges faster and more 

stably than other methods

• SPMC prefers to extract key features in the event of an attack
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