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State of the art text-to-image models map text to stunning visuals

Motivation

A Scottish fold cat 
wearing a red scarf 
portrait photography

A zen stone cairn with 
rounded stones on the 

edge of a mountain, 
below is a clear blue 

lake with small islands

Sleek futuristic 
spaceship orbiting an 

alien red colored planet



But… they may struggle to get our actual intent

Motivation

Google building 
mountain view

Google building 
mountain view tent

Google canopy 
building mountain view

Google bay view gradient 
canopy building in 

mountain view

Google bay view 
building in mountain 

view looks like
a circus tent

Struggle Horizon 😭
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Problem Setup
At time t > 0,  the agent  selects L prompt expansions                              
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Problem Setup
At time t > 0,  the agent  selects L prompt expansions                            

The corresponding images                            are generated.
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Problem Setup
The user is presented with a slate of images and instructed to choose one,
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Problem Setup
And so on for       steps ….

The goal is to maximize the user utility.  
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Problem Setup
The reinforcement learning formulation:
State space: agent-user interaction history 

Users: set of user types 

Action space: slate of L prompts 

Transition kernel: Text2image model      

and user choice model

Reward model: The utility function 

Policy: The agent 
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The objective
Problem Setup



We created two forms of data:
1. Human rater data

a. 7000+ trajectories (H=5)
b. 500k+ image preferences
c. 100 human raters
d. Agent: Gemini Flash model

2. Simulated user data
a. Constructed user simulator (16 user types)
b. 30k+ trajectories (H=5)
c. 2.5M+ simulated image preferences
d. Agent: Gemini Flash model

Data (Open-Sourced)



Rater Study

- Freeform initial prompt
- L = 4 columns per slate
- M = 4 images per column
- H = 5 steps
- Prompt expansion not shown
- Possibility to add a critique
- Rater Instructions:

- Initial prompt length: 
Max 12 words

- Choose column by best 
image in column

- Don’t abuse critique



- Re-confirmation of preferred column
- Quantifying whether the image slate in the current turn is better than the previous
- A free-text explanation of selection

Rater Study - Post Interaction Phase 



User Model (for simulated data)

We consider preferences of the form:

Generalizes non-personalized case with L=1, M=1:



User Model: Choice and Utility

We assume:
1. Users make choices w.r.t. preferences, i.e., C=P
2. Preferences are consistent with a user’s utility, meaning:

if and only if



Parametric User Model

Utility (reward) model:



Parametric User Model 

Utility (reward) model:

User choice (preference) model:

where



Parametric User Model 

Utility (reward) model:

User choice (preference) model:

where



User Model: Training

How do we train if we don’t have user labels in the data?

We train using an EM strategy:
- E-step: Calculate posterior of user types

- M-step: Maximize likelihood

Chidambaram, Keertana, Karthik Vinay Seetharaman, and Vasilis Syrgkanis. "Direct Preference Optimization With Unobserved Preference Heterogeneity." arXiv preprint arXiv:2405.15065 (2024).



User Model: Training

Label types:
● Image-pair preference.
● Image-prompt relevance (e.g. integer score in [1,2,3,4,5]).
● Human rater choices.
● Cross-turn preferences.
● In-turn preferences.  



User Model: Training

- We train score model over single-turn 
data (2M+ preference data)

- We assume preferences in utility 
are mostly static

- Helps generalize using a lot of 
single-turn data

- We fine-tune the choice model on 
sequential rater data



Emergence of User-Specific Preferences



Designing an Agent

Recall we want to create an agent that generates prompt expansions, 
given history



Preference Adaptive and Sequential Text-to-image Agent 

(PASTA)

We split the agent into two:
1. Candidate generator   candidates
2. Candidate selector (i.e., verifier):

3. We train the agent using IQL

– due to the combinatorial choice



Preference Adaptive and Sequential Text-to-image Agent 

(PASTA)
We divide candidates to 
categories for more 
diversity:



User Simulator Results



Human Raters Results

PASTA achieved an 85% relative improvement over the Gemini 1.5 Flash baseline 
model in human rater evaluations



PASTA Rollouts



























“An Image of Happiness”









“An Image of Love”









Thank you!
Check our paper: https://arxiv.org/abs/2412.10419

And dataset: https://www.kaggle.com/datasets/googleai/pasta-data
 

https://arxiv.org/abs/2412.10419
https://www.kaggle.com/datasets/googleai/pasta-data

