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• Auto Code Editor has overwhelmed developers' lives
- Copilot
- Cursor
- CodeX
- …
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Background

15M+ users $9B+ valuation The default code 
agent in ChatGPT



• Three major parts[1]
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Basic Workflow in SWE-agent

*figure used from flaticon

[1] Swe-agent: Agent-computer interfaces enable automated software engineering

https://arxiv.org/abs/2310.06770
https://proceedings.neurips.cc/paper_files/paper/2024/hash/5a7c947568c1b1328ccc5230172e1e7c-Abstract-Conference.html
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The importance of Localization Stage

[1] Swe-bench: Can language models resolve real-world github issues?

[1]

https://arxiv.org/abs/2310.06770
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Why Bug Localization is a Hard Problem
• Large Searching Space

- Hard to locate specific lines of code



OrcaLoca

Why Bug Localization is a Hard Problem
• Large Searching Space

- Hard to locate specific lines of code
• Implicit Bug Issue

- Natural Language Input
- Implicit Bugs

The real bug is far 
away from the 
original locations 
where the issue is 
mentioned



• Sparse embedding
- BM25 index

• Dense embedding
- Code Embedding

• Agent search
- SWE-Agent
- Agentless[1]

- RepoUnderstander[2]
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Localization Strategy

[1] Agentless: Demystifying llm-based software engineering agents
[2] Alibaba LingmaAgent: Improving Automated Issue Resolution via Comprehensive Repository Exploration

https://arxiv.org/abs/2310.06770
https://arxiv.org/abs/2407.01489
https://arxiv.org/pdf/2406.1422


• How to guide LLM actions to navigate the codebase precisely and efficiently?
• How may search space completeness and context conciseness be combined?
• How to effectively manage the growing context during exploration?
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Challenges for Designing Localization Agent



• How to guide LLM actions to navigate the codebase precisely and efficiently?
- LLM may not know which action should be executed first, given the relevant code
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Challenge 1 

Multiple actions will be generated 
during exploration 

Previous solutions like AutoCodeRover[1] execute all 
actions in a single step, which can lead to 
imprecise planning due to content overload at each 
stage.

[1] Autocoderover: Autonomous program improvement

https://arxiv.org/abs/2310.06770
https://dl.acm.org/doi/abs/10.1145/3650212.3680384


• How to guide LLM actions to navigate the codebase precisely and efficiently?
- LLM may not know which action should be executed first, given the relevant code
- LLM may have hallucinations for search actions during exploration
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Challenge 1 

Multiple actions will be generated 
during exploration 

LLM may don’t know this action points 
to the same location as before



• Priority-Based Scheduling for LLM-Guided Actions
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Solution 1

The key point here is constructing a priority 
queue for managing search actions.

The weight can be defined by configuration 
and can increase when the LLM proposes that 
action again during exploration.

(Here we set LLM to only take 1 action per 
step. So the LLM may propose actions that are 
in the queue but have not been executed. We 
leverage this attribute for designing the 
weight mechanism during dynamic 
exploration.)  
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Solution 1
• Search content prefetch-based checking

During search content execution,
the agent will prefetch the content 
to check whether it has already 
been explored.



• How to achieve both search space completeness and conciseness
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Challenge 2

(1) File Skeleton Prompt, 
e.g. Agentless

Lack of complete 
code content info



• How to achieve both search space completeness and conciseness
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Challenge 2

(2) Whole file Content

Lack of complete 
code content info
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May introduce 
irrelevant code 
info when the file 
is large 

(1) File Skeleton Prompt, 
e.g. Agentless



• Action Decomposition with Relevance Scoring
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Solution 2

Sub-agent ranking

Get relevant top candidates 
after pruning out low-score 
code contents. 

The main agent will focus on the most 
related content during exploration  



• How to do content management during exploration
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Challenge 3

Step Step

Content continues 
growing 



• Distance-Aware Searched Context Pruning
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Solution 3

PB1
PB2

Calculate the average distance 
for given SR: e.g. 
OperationWriter

Then, rank all the candidates 
by using the distance heuristic
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Experiment Results
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Experiment Results



• Top-K mode support for retrieval
• Parallel batch actions in each step
• Extension for multi-language support in the future
• Extension for different model support
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Discussion



• We design OrcaLoca, an agent framework for software issue localization
- Priority-Based Scheduling for LLM-Guided Actions
- Action Decomposition with Relevance Scoring
- Distance-Aware Searched Context Pruning
- 6.33 percentage points increase
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Conclusion

Repo QR code


