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Background: Feature Caching for DiT

❖ High Inference Cost for Deployment:
❖ Extensive parameter size 

❖ Multi-round denoising nature

❖ Feature Caching for Reduce Computation:
❖ w/o impacting performance

❖ Accelerate Inference

Caching features at current timestep for reuse in 

subsequent timesteps 

High similarity between activation

Pixel: 2K

Model: PixArt-Σ1

#Param: 0.6B

#Step: 20

Time (s): 14s

Dev: H800 GPU

Time (s): 8s 

Real: 1.73×
Theoretical: > 2.2×

Minimal 

Visual 

Difference

Origin

HarmoniCa

1Chen J, et al. Pixart-σ: Weak-to-strong training of diffusion transformer for 4k text-to-image generation[C]//European Conference on 

Computer Vision. Cham: Springer Nature Switzerland, 2024: 74-91.
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Motivation:

◆ The learning-based caching strategy is more adaptive. However, the existing 

work2 faces the following discrepancies between training and inference:
◆ Regard prior timestep: 

◆ Error on 𝒙𝑡;

◆ Shaped context of cache.

2Ma X, et al. Learning-to-Cache: Accelerating Diffusion Transformer via Layer Caching[J]. arXiv preprint arXiv:2406.01733, 

2024.

Uniform sample t and ignore the impact 

of caching in previous steps

◆ Objective mismatch: 

◆ Align predicted noise vs. Generate high-

quality image.

Significant accumulated 

error due to regard prior 

steps 

Optimization Shift and from 

misaligned objective
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Proposed Framework

◆ Step-Wise Training:

◆  Denoising step-by-step during training to consider the prior impact.

◆ Image Error Proxy-Guided Objective:
◆ Directly employing image error incurs significant cost (5×Time, 10×Mem)

◆ Design an efficient proxy 𝝀 𝒕  to represent image error caused by reuse cached 

feature at t. Adds trade-off between the image quality and cache strategy.

1. 𝝀 𝒕  is updated through 

gradient-free generation 

passes every C training 

iterations.

2. ℳ(𝑡) is to disable the 
impact of the caching 

mechanism at t. 



Proposed Framework
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◆ Step-Wise Training:

◆  Less accumulated error;

◆  More accurate 𝒙𝟎.

◆ Image Error Proxy-Guided Objective:
◆ Accurate objective-level traits.
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Efficiency Discussion

◆ Training Efficiency:
◆ Image-free during training due to step-wise denoising from a random noise.

◆ w/o pre-filling every training iteration (1.25×speedup). 

◆ Inference Efficiency:

◆ Less than 6% memory overhead by cache

◆ 2.07× speedup (theoretical) & 1.69× speedup (real-time) with 

improved performance for non-accelerated PixArt-𝛼3

3Chen J, et al. Pixart-$\alpha $: Fast training of diffusion transformer for photorealistic text-to-image synthesis[J]. arXiv 

preprint arXiv:2310.00426, 2023.
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Experiments

◆ Class-conditional Generation: ◆ Text-to-Image Generation:
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Experiments

◆ Comparison w/ speedup increase: ◆ Comparison w/ additional feature 

caching:

Constrained by U-

shape structure

◆ Compare w/ pruning & quantization:

* denotes the latency was tested on A100; others were on H800. 

◆ Combination with quantization:
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Visualization

PixArt-𝛼 512×512

DiT-XL/2 256×256 All visulization results validate our 

superior performance with much 

higher speedup ratio.



Thank you!


	Slide 1
	Slide 2: Background: Feature Caching for DiT
	Slide 3: Motivation:
	Slide 4: Proposed Framework
	Slide 5: Proposed Framework
	Slide 6: Efficiency Discussion
	Slide 7: Experiments
	Slide 8: Experiments
	Slide 9: Visualization
	Slide 10

