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Federated Learning
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Differential Privacy (DP)

* Needed for many applications:
* People may type their SSN or other Pll into their phones

* Language Models memorize training data (also applicable for
other models)
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Central Differential Privacy
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Distributed Differential Privacy

Distributed Discrete Gaussian Mechanism [KLS21]
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Our Contribution: Distributed Matrix Mechanism (DMM)

Gradient & noise
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Our Contribution: Distributed Matrix Mechanism (DMM)

Gradient & noise
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Constant-Overhead Packed Resharing Protocol

Our technique: 0(1) overhead per secret per round!
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Experiments: Accuracy

Accuracy vs. Epsilon Plot for Stack Overflow Next Word Prediction
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