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Motivation

• Node classification is a fundamental task in graph analysis

Fraud detection User profiling

Item tagging 
···

Even a marginal improvement in classification accuracy could result in substantial financial profits
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Motivation

• Leveraging LLMs for node classification has become popular
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Motivation

• Designing principles for LLM-based node classification algorithms 
remain elusive
• For each algorithm category, what is the most suitable setting? 

• Under what scenarios, LLMs can surpass traditional LMs like BERT? 

• ···

Controlled Experiments
Consider comprehensive variables including 
learning paradigms, language model type & 
size, graph characteristics, etc

Unified Benchmark
 Evaluate all methods using consistent 
dataloaders, learning paradigms, backbones, 
and implementation codebases
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Benchmark - LLMNodeBed 

• Contains 14 datasets with varying 
scales, domain, and homophily

• Integrates 8 LLM-based algorithms, 
8 classic methods 

• Supports 3 different learning 
paradigms: semi-supervised, 
supervised, and zero-shot

Supported Methods

Common Modules

Evaluation
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Experiments & Findings
• Semi-supervised & Supervised 

Comparing Classic and LLM-based,
introducing LLMs to exploit textual 
information is useful
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Experiments & Findings
• Semi-supervised & Supervised 

Comparing Semi-supervised and Supervised,
LLMs can bring greater improvements in 
semi-supervised settings than supervised
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Experiments & Findings
• Semi-supervised & Supervised 

Encoder
A robust choice

Explainer
Suitable for graphs 
with labels heavily 
depend on text

Predictor
Require rich 
supervision
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Experiments & Findings
• Zero-shot

GFMs can outperform open-source LLMs but still fall short of strong LLMs like GPT-4o
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Experiments & Findings
• LLM-as-Encoder vs. LM-as-Encoder

LLM-as-Encoder significantly outperforms LMs in less informative graphs, e.g., heterophilic ones 
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Contribution Summary

• A Testbed
• LLMNodeBed, a PyG-based testbed including 14 datasets, 8 LLM-based 

algorithms, 8 classic algorithms, and 3 learning configurations

• Comprehensive Experiments 
• Training and evaluating over 2,700 models, we analyze how learning 

paradigm, homophily, language model type and size, and prompt design 
impact the performace

• Insights and Tips 
• Our work provides intuitive explanations, practical tips, and insights about the 

strengths and limitations of each algorithm category.
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Resources

• Paper: https://arxiv.org/pdf/2502.00829

• Code: https://github.com/WxxShirley/LLMNodeBed

• Dataset: https://huggingface.co/datasets/xxwu/LLMNodeBed

• Chinese Blog: https://zhuanlan.zhihu.com/p/1913536056717967976

Thank you for your attention!
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