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Background & Motivation
• Auto-regressive foundation models for partial 

differential equations (PDEs) have shown promise over 

traditional methods:

Higher Generalization Capacity

Lower Computational Costs

Towards General Scientific Intelligence

• It takes 𝑇𝑖𝑛 frames as input and predict the next frames 

based on previous ones

ෝ𝒖𝑡+1 = 𝐺𝜽({𝒖𝑖}𝑖=𝑡−𝑇𝑖𝑛+1
𝒕 )

• But it suffers from error accumulation over long rollout 

horizons due to shortcut learning phenomena.

Illustration of Error Accumulation

Illustration of Shortcut Learning

Methodology

1. Auto-regressive Prediction
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Experiments

• In Distribution Test

• Out of Distribution Test

• Performance on Shortcut Issue Resolution 

1. Auto-regressive 

Prediction. The model 

takes initial states 

{𝒖𝑡}𝑡=1
𝑇𝑖𝑛  as input and 

predict future states 

{ෝ𝒖𝑡}𝑡=𝑇𝑖𝑛+1
𝑇𝑖𝑛+𝑇𝑎𝑟 .

2. Data-driven PDE 

discovery and Tem-

poral alignment is

then performed on 

the input sequence 

to infer the 

governing PDEs. 

3. An uncertainty-

based strategy is 

employed to adjust 

the weights between 

𝐿𝐷𝑎𝑡𝑎, 𝐿𝑃ℎ𝑦 and 𝐿𝐶𝑜𝑛.

Before      : the model 

captures physical 

dynamics encoded in 

the PDEs rather than 

relying on superficial 

shortcut features.

After      : the model 

fail to learn true 

physical features 

instead it recursively 

replicates prior 

predictions.

2. Data-Driven Governing Equations Discovery

Nonlinear Library of Data and Derivatives
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