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● Objective: combine the 
weights of task-specific 
models into a single 
multi-task model
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Research gap
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task vectors
● Problem: overlooks crucial 

structural information

● Our approach: operates on 
per-layer task matrices

● Advantage: leverages the 
structure of weight update 
matrices



Subspace Alignment Ratio (SAR)
How much of a task matrix is contained in the subspace 

spanned by top components of merged matrix?

projection of Δt 
onto subspace 
spanned by top 
components of ΔM 



Subspace Alignment vs Performance Improvement

Alignment with merged model (x-axis) 
varies across datasets and highly 
correlates with performance 
improvements (y-axis)
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Subspace Alignment vs Performance Improvement

● clusters of datasets 
highly aligned with 
each other

● also highly aligned 
with merged model 
→ high performance

● not aligned datasets 
→ low performance
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How to improve the alignment?
spectrum of singular values after merging with

this part corresponds to 
highly aligned tasks 
(amplified directions)

this part corresponds to less correlated 
tasks (underrepresented directions)

How can we reduce the skewness 
towards dominant directions?

We propose to use uniform 
singular values ensuring that 
the transformation is isotropic



Subspace Alignment vs Performance Improvement

● Iso-C improves the alignment 
between each task matrix and 
merged matrix…

● … and performance improvement 
follows
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Are all of the directions important for the performance?

● Let’s start from Iso-C
● Truncate the spectrum keeping k leftmost 

directions (associated with the highest 
singular values of ∆TA)

● Leftmost directions are responsible for 
most of the performance increase

● Rightmost directions do not contribute 
that much

● Can we utilize the subspace of rightmost 
components more effectively?



Isotropic Merging in Common and Task-Specific Subspaces

● Let’s keep the useful components and call 
it common subspace (as it is based on 
summation of task-specific matrices)

● Let’s replace not very useful bottom 
components with the task-specific 
components that are orthogonal to the 
common subspace



Fully fine-tuned vision models

state-of-the-art results for all evaluated settings



LoRA-adapted vision models

LoRA-specific 
merging method



Language models



Summary

● Iso-C flattens the spectrum of singular values of common space
● Iso-CTS adds task-specific subspaces on top of Iso-C
● Both methods achieve state-of-the-art results across vision and 

language tasks, both fully and LoRA fine-tuned


