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Motivation

o Likelihood estimation is central but hard with unobserved latent variables
o Standard methods assume Gaussian data and fail on complex real-world cases
o Need efficient, non-parametric approaches for non-linear and categorical data
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Contribution

o Likelihood decomposition of ancestral graphs using multivariate information
o Efficient two-step search-and-score algorithm with local ac-connected subsets
o Outperforms state-of-the-art on non-linear and categorical data
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Method: MIIC_search&score Two-Step Algorithm

(i) Output from MIIC (ii) Step 1: Edge orientation priming and Edge removal (iii) Step 2: Edge orientation
O O

e.e Y> I

@@ W




Experimental Results: Non-Linear Continuous
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Conclusion

o Introduced a decomposition of ancestral graph likelihood based on multivariate
information over ac-connected subsets

o Reliably learns complex models from limited data, including non-linear, non-
Gaussian, and categorical cases with hidden variables

o Simplified two-collider approximation enables scalability, at the cost of missing
deeper dependencies
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