
RepLoRA: Reparameterizing Low-Rank Adaptation 
via the Perspective of Mixture of Experts

Tuan Truong*, Chau Nguyen*, Huy Nguyen*, Minh Le, Trung Le, Nhat Ho

1



How do we utilize (huge) pre-trained models?
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• Foundational models are increasingly demonstrating remarkable 
capabilities over a wide array of tasks.

• Goal: Effectively utilizing these pre-trained models for downstream tasks. 
However, adapting these models via full fine-tuning presents significant 
limitations: high computational cost, overfitting, storage overhead…



Low-rank Adaptation (LoRA)

• A parameter-efficient fine-tuning technique.

• Only learn two low-rank matrices 𝑨, and 𝑩 instead of full weight matrix 𝑾଴.
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Low-rank Adaptation (LoRA)

• Typically, LoRA is applied in attention module, specifically the query and 
value weights.

• Despite its successes, theoretical understanding of LoRA has remained 
limited, hindering our ability to optimize its performance further.
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Mixture of Experts (MoE)

• Mixture of Experts model: An MoE model consists of a group of 𝑁′ expert
networks 𝑓௜,  𝑖 ∈ [𝑁′], and a gate function G. The output is expressed as:

where 𝐺 𝒙 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑠ଵ 𝒙 , … , 𝑠ேᇱ 𝒙 )
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LoRA and MoE

• Each attention head is equivalent to multiple MoE models.

• Let 𝑿 = 𝒙ଵ
ୃ, … , 𝒙ே

ୃ ୃ denote the concatenated input embedding. The experts 
and score functions are defined as follows with 𝑖 ∈ 𝑁 , 𝑗 ∈ 𝑁 :
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LoRA and MoE

• When LoRA is applied to query and value matrices, it refines these experts and 
score functions with updates:

• LoRA effectively fine-tunes the pre-trained MoE models contained within each 
attention head by incorporating low-rank modifications to both the expert and 
the score functions.
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RepLoRA: Reparameterizing Low-Rank Adaptation

• We show that simple reparameterization of the LoRA matrices can notably 
accelerate the low-rank matrix estimation process.

• LoRA in attention: 

• RepLoRA innovatively reparameterizes 𝑨 and 𝑩, modeling them as outputs of 
two shared MLPs:

• We implement 𝑨 and 𝑩 as diagonal matrices to ensure simplicity parameter 
efficiency.
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Theoretical Justifications of RepLoRA

• We prove that estimating parameters in RepLoRA is statistically efficient in terms of 
the number of data points.
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Number of dataParameter estimation rateModel

Exponential exp(𝜀ିఛ)𝑂(1/log (𝑛)ఛ)LoRA

Polynomial 𝜀ିସ𝑂( log (𝑛)/𝑛
ర

)RepLoRA



Experiments

Commonsense reasoning
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Experiments

Image classification
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Experiments

Video action recognition
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Experiments

Image and Video-Text understanding
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Experiments

Sample Efficiency
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Conclusion

• We introduce a novel theoretical framework that connects LoRA with MoE

• We build upon this framework and introduce RepLoRA, which:

Demonstrated its effectiveness on four diverse domains: image, video, text, 
and multi-modal tasks. 

Is significantly more parameter-efficient than LoRA, both theoretically and 
practically
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Thank you


